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ABSTFWC 

This paper sets forth an improved delivered dose ~~f~~~ (3XX.J) test for orally paled and 
nasal drug products (OINDP), which is being proposed as a replacement for the uniforms 
tests (between contaitiner arzd through container life) r~~o~~~d~d by the U, S. Food and Drug 
Ad~n~s~at~on (FDA) in the following draft Guidances for Industry: (i) M&Y-& Dose ~~~~~~r 
~~~ and Dry Powder ~~~u~e~ fDpI) Dmg Products Chemistry, Ma~ufac~~ng, and Controls 
~o~~entat~on~ ; and (ii) Nasal’ Spray and ~~~u~a~~~~ Sobhm, Sz~~~sion, and Spray Lhg 
~~~~~c~~ Chemistry, Manufacturing, and Controls ~o~~entation . 

The test presented here is based on a parametric tolerance interval approach inspired by the 
work of Dr. Wafter Hauck of Thomas Jefferson Un~versi~, the content uniformity test in the 
Japanese Pharmacopeia (JP XIII), and by the test in the recently revised Stage 4 draft of 
Chapter <905> Unifoumi~ of&sage Unr’ts3 of the United States Pharmaeopeia (LISP). A 
parametric tolerance interval test (PTI test) uses the information obtained from a sample more 
efficiently than the non-parametric tests recommended in the FDA draft Guidances. This 
increased efficiency allows the test to provide improved levels of both consumer and producer 
protection (in the statistical sense) for single-dose products compared to the FDA draft 
Guidance test. For multi-dose products, the proposed test provides the same high consumer 
protection as the FDA draft Guidance tests (between container and trough container life), 
while at the same time mitigating the producer risk. 

In the proposed PTI test, an 85% coverage of the 75 125% label claim target interval is defined 
as the default limiting quality standard, below which level there is a low probabi~~~ of 
acceptance (-=Z%>. With high confidence, therefore, an accepted batch will have 85% or more 
of the doses within the specified target interval. These numbers are based on the minimum 
acceptable quahty standards implied by the FDA draft Guidances, the m~ufa~tu~ng 
capabilities of modern inhalation technology, and the capability of the proposed test! To 
ensure the specified batch coverage with at least 95% confidence, the PTT test uses the 
following criteria on the tested sample: 

e An acceptance criterion requiring that the sample standard deviation not exceed a 
predete~i~ed, sample-size dependent, maximum value. 

a An acceptance criterion requiring that an Acceptance Value not exceed a fixed limit. . 
The Acceptance Value is the sum of the absolute deviation of the sample mean from the 
label claim and the samp’le standard deviation scaled by a sample-size dependent 
coefficient. 
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An additional acceptance criterion requires the sample mean to be within lc)&l5% of label 
claim (for multi-dose products, this criterion applies to each tested life-stage). 

These criteria serve to control the dose va~abiIi~ and the extent to wbi~b the batch and 
individual doses can deviate from the target. Hence, the dist~bution of doses for a given batch 
is well controlled with no need for arr absolute limit beyond which no individual sample result 
is allowed (i.e., no “zero tolerance” limit). 

The proposed test provides several test plans each using a different sample size. An algo~thm 
for calculation of other equally acceptable test plans is provided. All of the test plans ensure 
the same consumer protection, but have different levels of producer risk. For the producer, this 
approach provides ~exibili~ in selecting a test plan most approp~ate for a particular products 
and an incentive to improve product quality (ix., mean on target and low va~abili~~, since 
with the PTI test, superior product quality is rewarded with the option of reduced testing. 

For multi-dose products, control of dour-container-life trends is achieved in the PTI test 
a strati~ed sampling plan, in which one-third of the containers are tested only at the 

of the container life, one-third only at the middle of the container life and the 
remaining one-third are tested only at the end of the container life. For products that exhibit no 
trend or a monotonic trend througfr cuatainer life, testing may be restricted to the beginning and 
end life stages. The requirements on standard deviation and Acceptance Value are based on the 
total sample (data from all life stages) whereas the requirement for the mean is imposed for 
each individual life-stage tested. The proposed stratified sampling plan allows simul~neous 
control of both between-container and trough-container-life uniformity for multi-dose 

cts using a single test. 

IPAC-RS requests that the proposed test replace the tests entitle ‘“Dose Content Unifo~i~“, 
“‘Dose Content Uniformity Through Container Life”, ” Spray Content Uniformity“ and “Spray 
Content Unifo~i~ Trout Container Life’” in the above-mentioned draft Guidances for 
Industry. Furthermore, in order to expedite the replacement of the draft Guidance tests, and to 
facilitate the subsequent public review and comment process, WAC-RS recommends that the 
Agency consider issuing a separate draft Guidance for Industry on Delivered Dose Unifo~i~ 
for Orally Inhaled and Nasal Drug Products. The proposed language for the PTI test for 
control of DDU in OINDP recommended for inclusion in such a Guidance is contained in the 
next section of this paper. In Part I of the paper, a general overview of the test is given. Part II 
provides detailed statistical considerations that support the proposed test. Additional technical 
details are discussed in the Appendices. 
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PROPOSED PA~METRIC TOLERANCE 
INTE TEST FOR DE 

ITY TESTfNG OF OINDP 

Delivered Dose ~njfo~i~ 

The del~vergd dose uniformity of ovally inhaled and nasal drug products is generally considered 
a~~~~table if at least 85% of the doses in a batch fall within i 25% of the delivered dose label 
claim (LC). order to claim conformance with this requirement, a confidence level of 95% 
needs to be demonstrated for the batch. addition, the sample mean (for each tested Iife- 
stage) must be within f 15% of the 1abeX claim. 

The sponsor should determine a test plan and criteria, consistent with the requirements stated 
above, that are a~~ro~~ate for the product in question. Where an auxiliary device is required 

e delivery of the preparation from the container, a separate device is tidally used for 
each dose, unless it has been demonstrated that an alternative approach provides equivalent 
control. The foXlo . g procedure, using the sample size (nr, n2) and associated acce~tabi~~~ 
coefficients (kl, kz> of one of the test plans in the Table of Em+ Plans below, ensures, with 
95% confidence, at least 85% coverage of the 1 OU&25% LC target interval. These test plans 
use a two-tiered approach. 

Prepare according to the directions stated in the labeling and measure the amount of 
delivered for III doses. The number of pre-metered units per delivered dose dete~~at~o~ 
should not exceed the number of pre-metered units required for the minimum dose according to 
the labeling. 

~~r~rod~~~s in ~~~~~-dose containers (i.e., contahers that hold ~~~~~~~~ doses, wheeler as 
reservoirs or as ordered asse~~~~~s of ~~d~v~d~al~y ~a~~aged~~e-~e~e~~d dose ~~~~s~ 
Prepare according to the directions stated in the sabering and measure the amount of drug 
delivered for nl doses using a separate container for each dose. ~~e~third of the doses are to be 
sampled from the beginning of container life (first dose after pr~p~at~on~ using nJ3 containers, 
one-third from the middle of container life (at one-half of the claimed number of deliveries) 
using another nl/3 containers, and one-third from the end of the claimed number of deliveries 
using the remaining nj/3 containers. For products that have been demonstrated to exhibit no 
trend or a monotonic trend through couta~ner life, one-half of the doses may be Samoyed from 
the beginning of container life using n1/2 containers, and one-half from t e end of the claimed 

5 As ~~p~ai~~d in detail in Part 2, the limiting quality d~~~jt~~~ is based on the standards set by the FDA draft 
Guidances, the ~a~~fa~~r~~g capabilities of madem ~~ba~at~~~ technology, and the ca~ab~~i~ of the proposed 
test. 
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mmber of deliveries using the rem ’ . nr12 containers. A product is monoto level 
of the middle life-stage is typically the range formed by the levels of the g and 
end hfe stages. The number of def per delivered dose dete~ination should not exceed 
the number of deliveries in the minimum dose according to the 

Express the amo~t of dnrg delivered for each dose as a percentage of the de~~v~~~d dose label 
claim. Calculate the Overall. Sample Standard Deviation (s), the Overall Sample Mean (m) of 
the nr doses, and the Life Stage SarnpXe Mean (mLs> for each of the life stages tested (note: for 
~re~~at~ons in single-dose containers, the Overall Sample Mean and the Life Stage Sample 
Mean are ~denti~a~~. Accept the batch if: 

s ,< 25fT kr, 
1 IOO-m 1 + krs 525, and 

100-mLs I< 15 for each life stage tested. 

Xf not accepted, proceed with the second tier: Observing the directions stated above, measure 
the amount of g delivered for nz-nr additional doses to obtain a total sample size of 132 doses. 
Express the amount of drug delivered for each dose as a percentage of the delivered dose IabeX 
claim. Calculate the Overafl Sampfe Standard Deviation (s), the Overall Sample Mean (m) and 
each of the Life Stage Sample Means (m& of the n2 doses tested. Accept the batch if: 

15 for each life stage tested. 

The a~~e~tabil~~ co~f~cients kl, kz, and f depend on the sample size and several sets of pre- 
calculated acceptabihty coefficients are provided in the T&$e of&s2 clads below. other test 1 
plans using different sample sizes and/or different number of tiers are acceptable provided that 
8.5% coverage of the target interval is ensured with 95% confidence. 

For products where safety and/or efficacy concerns indicate a need for 
unifo~i~, tighter Iimits on the coverage and/or target interval may be 
adequate clinical evidence to support a lower level of u~~fo~i~, less stringent requirements on 
the coverage and/or target interval may be acceptable. 
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1 Goal 
After careful review of the FDA draft Guidances for Industry and an assessment of an 
extensive industry data-base on dehvered dose ~n~fo~~~ (DDtTf,’ the 

ity (DGU) Working Group of the ITJFGIIPAC-RS Collaboratio 
developing a DDU test that would accomplish the following, compare 
Guidance tests? 

* proved ability to characterize batch quality; 
* Same or improved consumer protection; and 
* Improved producer protection. 

DU test should control the mean delivered dose for the batch as well as 
elivered doses in the batch between different containers and, for rnu~t~-dose 

preparations, within containers (inchtding trough-container-cafe trends). The control should be 
reEative to the label claim delivery. 

ideally, the desired DDU test should ensure a consistent minimum ~ua~~~ standard for a wide 
variety of orally inhaled an nasal drug products. In addition, it would be advantageous for 
producers and reviewers if the same test and ~o~espo~di~g criteria coul 
variety of testing situations, such as routine release testing, va~~dat~on, stability and 
investigational studies. 

AfI of the objectives outbned above are accomplished by the proposed ~aramet~c Tolerance 
Interval test (PTI test). 

ents of Proposed Test 
As a measure of batch quality, the PTI test uses mvmzge, or the ~ro~o~~on of doses that fall 
within a specified target interval. ~ra~bica~~y~ coverage represents the area under the 
d~s~~but~on curve within a given target interval (see Figure A). For example, the two 
d~st~but~ons shown in Figure A have equal coverage of the indicated target interval, and thus 
they are of equally acceptable quality. 

Figzrre A further illustrates the following features of using coverage as a measure of quali~: 
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* The concept of coverage allows one to express quafity in a stand and consistent marrner 
while focusing on the target (label claim delivery). 

296 
297 
298 

6 The requirement of m imum coverage allows a trade-off between the mean and v~an~e 
(i.e., as the mean dose is drifting off target, the standard deviation needs to become tighter 
in order to surpass the rninjrn~ coverage). 
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Figure A, Graphs jllustrating coverage, which is the prupartion of doses in the batch that are 
within a specified target interval. The two distributions represented in this figure 
have Qqual coverage of the indicated target interval. 

In the proposed PTX test, aa 85% coverage of the 75- 125% label claim (LC) target inte~a~ is 
deemed as the rn~~~rn~rn quality stand~d8, below which level there is a low probabi~~~ of 
acceptance (~5%). To ensure the specified coverage of each accepted batch with at least 95% 
confidence, the PTX test uses the following parametric criteria for the sample: 

310 0 An acceptance c~te~o~ req~i~ng that the sample standard deviation not exceed a 
311 
312 

sample-size dependent maxjmum value. This requirement controls the batch va~ab~~~~ 
when the mean is close to the fabel claim, 
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0 An acceptance criterion requiring that an Acceptance Value not exceed a fixed limit. 
The Acceptance Value is the sum of the absolute deviation of the sample mean from the 
label claim and the sample standard deviation scaled by a sample-size dependent 
coeffkient. The Acceptance Value simultaneously controls the batch mean and 
standard deviation so that less v~abili~ is allowed the more the mean deviates from 
the label claim. 

Together, these requirements control the coverage and the extent to which ~ndivjdual values 
may deviate from the label claim, 

In addition, an acceptance criterion of 85-l 15% LC is imposed on the sample mean. to 
control mean devjation from the labet claim when variability is low (for a multi-dose product, 
this criterion is applied to each tested life-stage, e.g., beginning, middle and end of container 
life). 

8 As explained in detail in Part 2, these numbers are based on the standards set by the FDA draft ~~~da~~~s, the 
rna~~fa~~~ng ~apab~litjes of modem i~ha~atjo~ technology, and the ~apab~~j~ of the proposed PTI test, 



328 
329 

332 
333 

336 
337 
338 
339 
340 
341 
342 
343 
3 
345 
346 
347 
348 
349 
350 
351 
352 
353 
354 

355 
356 
357 
358 
359 
360 
361 
362 
363 

In practice, a IT1 test would involve the following steps (for a single-dose ~rod~~t~: 

Znd Tier: ffrhese criteria are not met in theJirst tier, second tier testing 
is perfcrrmed. In the second tier, the steps are repeated with a larger 
sampie size and an adjusted coefficient k. 

For multi-dose products, control of through-container-life trends is achieved in the PTI test 
throes a stratified sampling plan that captures both inter- and intra-container v~abi~i~. 
third of the containers are tested in the beginning, one-third in the middle, and one-third in the 
end of the labeled number of deliveries (ifjusti~ed for the product, testing the middle life stage 
may be waived” ‘1. Additional control over container through-life trends is achieved by 
angling the criterioxl for the mean separately to each of the tested life stages. 

Using this design, the i~fo~ation for multi-dose products sought by the FDA through two 
u~ifo~i~ tests in the draft. Guidances, is captured in a single test. 

Proposed Test is a Win-win Solution 
In order to compare different tests (e.gel FDA and PTI), one has to analyze the operating 
~bara~te~sti~s of the tests in question, which is &ally accomplished by using computer 
simulations. A conventional way of describing operating characteristics of a test is to plot the 

eptance as a function of a quality parameter, such as the batch standard 
re S). The resulting curve is commonly known as an operating 

characteristic (QC) curve. For a batch with a given mean, the acceptance probability decreases 
as the batch standard deviation increases. 

9 The sample-size dependent coefhient k is found in the Table of Test Plans, page 7. 
*’ MSSD is defined as 25ffk. The sample-size dependent coefficients fand k are faked in the Table of Test Piam, 



366 
367 
368 
369 
370 
371 
372 
373 
374 
375 
376 
377 
378 
379 
380 
381 
382 
383 
384 
385 
386 
387 
388 
389 
390 
391. 
392 
393 
394 

part of an UC curve refers to batches of h variability. Note that due to 
ity% the ~o~espo~di~g probab~~~~ of acce ce is small but not zero. Thus, 

region of the curve represents the monster risk that a batch of sub-standard quahty may 
be accepted due to pure chance. For e le, a 95% probabi~i~ of rejection means that there 
is a 5% probab~~~~ of accepting a bat igh variability (Eow ~nifo~i~~. 

The top-left portion of the curve represents batches having a low standard deviation. Due to 
sampling variab~l~~, the probabili~ to accept such batches is less than 100%, and this region of 

e curve represents the producer risk that a batch of acceptable quality may nevertheless be 
rejected due to pure chance. For example, a 95% probability of a ce means that there is 
a 5% probabil~~ of rejecti a batch of low variability (high unifo >. The producer and 
consumer risks defined in s way are also known as probabilities Q ype II and Type i errors, 
respectively. 

One way to evaluate different tests is to compare the batch quality co~espo~d~ng to a certain 
consumer risk. If the quality ofbat~hes released with 5 % prob ility is improved, then such a 

as improved consumer protection, 

Figure C shows a comparison of the operating characteristic curves pe~a~ning to single-dose 
products with batch means on target for the FDA dose content uniforms (between containers 
test (denoted here as the FDA DCU test’2) and the PTI test using the same n-10130 sampling 
plan (10 observations in 1” tier, total of 30 observations after Znd tier). As one can see, the OC 
curve for the PTf test lies below the OC curve for the FDA DCU test in the region of high 
standard deviations. Thus, the proposed test will more likely reject bate es of poor ~n~f~~i~ 
(high variability compared to the FDA DCW test, i.e., the consumer risk is reduced. Looking 
at it another way, the quality of batches accepted with 5% probabili~ is improved with the PTI 
test compared to the FDA test. In other words, consumer protection is improved. 

11 (85) 
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Salch standard deviation (% LC) 

Figure C. Operating characteristic curves fur the FDA DCU test and the PTI test using the 
n=lUf30 sampling plan for single-dose products with mean at target. 

Figure D shows a comparison of the operating characteristic curves pertaining to cacti-dose 
products with batch means on target for the combined application of the FDA dose context 
u~ifo~i~ and dose content uniformity those-container-life tests (denoted here as the FDA 
DCU&TCL test?), and the PTI test using a n==12/36 sampling plan. As can be seen, the OC 
cm-ves for the FDA DCU&TCL test and the PTI test intersect in the region of high standard 
deviations. us, the proposed PTI test will reject batches of poor ~ifo~i~ (high variability 
with similar confidence as the FDA DGU&TCL test, ie., the consumer protection is 
comparable. 

6 8 IO 12 14 16 18 20 

Batch standard deviation (% LC) 

Figure 0. Operating characteristic curves for the simultaneous application of the FDA DCU and 
TCL test, and the PTI test using a 12E36 sampling plan, for multi-dose products with mean at 
target. 

I3 See this entry in the Glossary for the exact reference. Also see Appendix I, Section 1.3. 

12 (85) 
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6, in the region of low standard deviations, the TI test curve lies above that of 
h for th for single-dose products C) and for multi-doss products 
means e producer will have a hi r probabili~ to pass batches of high 

uniformity (low viability compared to the FDA draft Guidance tests. In other words, the 
producer risk is reduced, which creates the win-win solution. 

e reason that the consumer protection is ~~~~~ve~ with the PTI test compared to the test 
r~c~~~nd~d in the FDA draft Guidances for single-dose products, while on the other han 
the tests have ~a~~~r~~~e consumer protection for mtrlti-dose products, is due to the fact that 
the draft Guidances recommend a mwe stringent test for multi-dose products than for single- 
dose products. The proposed PTI test provides equal consumer protection for both types of 
products, and at the same high level as that impfied by the draft Guidances for multi-dose 
products. 

e proposed test provides several test plans using diRerent sample sizes, starting from 
~~1~/3~. All of the test plans ensure the same consumer protection, but have different levels of 
producer risk. This provides an incentive for the industry to improve product quality, since 
with the PTI test, superior product quality is rewarded with the option of selecting a ph with a 
redried sample size. The details of six two-tiered sample plans are listed in the Table of Test 
Pkms (page 7). If a different plan is desired, Appendix 4 provides the a~go~t~ to calculate 
acceptability coefficients assuring the same consumer protection for the preferred choice of 
sample size. 

. 

In summary, the main features of the proposed test are the following: 

A parametric tolerance interval test is proposed to replace the bob-parameter tests in 
the FDA draft Guidances. The proposed PTI test uses the info~ation obtained from a 
sample more efficiently. 

The proposed test explicitly defines batch quality in terms of the minimum ~ropo~jon 
of doses within the 75425% LC target interval (i.e., 85% coverage or more) and 
requires this to be ensured with high confidence (ie., 95% probability for each batch. 

For single-dose products, the parametric test simultaneously reduces consumer and 
producer risks. 

For multi-dose products, the consumer protection is maintained at the Hugh level 
recommended in the FDA draft Guidances with a simultaneous reduction in the 
producer risk. 

The parametric test comprises a number of test plans using different sample sizes, each 
providing equivalent consumer protection. Improved quality is rewarded with a 
lowered producer risk or with the option of selecting a reduced sample plan. 
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T 2. DETAiluS OF PROPOSED TEST 

A properly designed test for delivered dose unifo~i~ of orally inhaled and nasal drug 
products must be ap~~~~a~~~ to all such products regardless of particu?sr t~~~ape~ti~ ~~d~c~t~~~ 
or delivery device (i.e. MIX, DPX, singfe-dose, multi-dose, sprays, etc.). 

and, it is impossible to identify a universal level at click clinical safety or 
efficacy would be compromised because clinical considerations vary based upon active 
ingredient and therapeutic indication. 

~~herefore, in this proposal dose un~fo~i~ is treated purely as a quality issue. 
explicit statement of ~irn~ti~g batch quality is the most critical element of a p 

ivered dose unifo~i~ test. A test may then be designed to ensure with high ~on~den~e 
t a batch at or below the fimiting quality is not accepted, thereby protecting the consumer 

from sub-standard quality batches. There is no intention to impfy that this quality standard is 
generally required for safety or efficacy reasons. 

The present proposal sets forth both the test that assesses batch quali~ with. high con~de~~~, 
and the ~~rn~t~ng quails statement that reflects the quahty standards required by the FDA and 
the manufac~~ng capabilities of modern inhalation technology. Fu~he~ore, this proposal 
provides multiple test pfans using different sample sizes, each satisfying the hmiting quality 
statement, so that the producer may select the sample size most appropriate for the product in 
question. Since alI test plans provide the same limiting quality, booster protection is not 
affected. 

e final analysis, the spe~i~~atio~ for a particular drug product eoul be affected by chnical 
evidence as well. This could potentially result in a speci~cation that is either more or less strict 
than that contained in this proposal. 
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The p~rna~ purpose of a DDU test is to control dose ~ifo~~~ of a batch- lt would also 
advantageous if the same principles and co~es~ond~ng criteria could be employed, for 
example, in product d~v~lo~rne~t, stability ~vestigations and process validations. In ~ra~ti~e~ 
dose uniformity of a batch must be judged based on the properties of a fmite representative 
sample from the batch. 

The ~ndam~ntal staling point for bei g able to deve’lop suitable requirements is to define an 
end-point (i.e., metric) that describes what is meant by ‘“quality” for DLKJ. When this has been 
done, one needs a limit, which, in terms of the selected quality end-point, defines what qualms 
should be considered minimally acceptable (i.e. the limiting quality. Once this is 
accomplished, a statistical d~te~i~ation is possible of how sample info~ation is best utilized 
to decide on the disposition of a batoh. 

As stated above, the first step in de~ning the limiting q~ali~ is to decide on the metric to be 
used for characte~z~~g unifo~i~. Following Dr. W. Hauck’s approach, this has been defmed 
in terms of two factors, the target interval and the coverage of the target interval (the propo~ion 
of doses in the batch that are within the interval), The coverage of a target interval is an 
ap~ro~~at~ standard metric of quality, as uniformity around a fixed target (delivered dose label 
claim) is the ultimate goal. The next step in defining the limiting quality is to decide on 
quantitative limits for the metrics. The quality criterion m this case is the width of the target 
~~te~a~ and the true proportion (or coverage) of dose varies that fall. withes this interval 
(referring to the batch, not the sample). An example of a vomiting quali~ definition is “not less 
than 85% of the doses in a batch fall within the interval 10@25% of the label claim”. 

By an appropriate choice of sample acceptance criteria, tests may 
~o~~~ati~~ between the actual coverage of the target interval and 
from the batch will comp’ly with these criteria. This is a desired ch 
it provides a transparent link between batch quality and the probab 
test. 

517 2.2 Consumer and Producer Risks 
518 
519 
520 
521 
522 
523 
524 
525 
526 
527 

Once the ~~rnit~~g batch quality has been defined, the h~othes~s that the bat~b 
defined quality criteria can be tested - at the desired level of confidence - by i 

In developing the proposed test, the g~~~ra~~y accepted ~on~dene~ 
level of 95% has been used. 

tion it is possible to determine sample criteria that will ensure w 
accepted batch ~1~~~s the fimiting qua~i~ criteria. That is, a 

~onfo~~ng to such sample criteria ensures, with a 5% risk of error, that the batch quails is 
equal. or superior to the limiting quality. fn other words, the ~~rniti~g quality is the quality at 
wbi~b an isolated test of a sample from the batch has a Tow (5%) probability ofa~~~~tanc~. 
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Therefore, the consumer is facing a 5% risk that a batch at the limiting quality wifI be accepted. 
This consumer risk of a false acceptance is alte~atively known as the risk of a Type 1 error. 

In addition to protecting the consumer from sub-st~dard quality batches, the producer should 
e protected from the risk of rejecting acceptable batches. From e sample criteria, it is 

possible to cafcut quality of a batch that would be accepted with 95% probability For 
batches with this or better, the ~robabili~ that a sample would no8 pas 
must 5%. This is calledihe producer risk of a false rejection, or a~tematively, 
Type II error. 

The quality at which the batch has a 95% acceptance p abi~i~ (5% producer ris 
course, better than the quality at which it has a 5% acceptance probab~~i~ (5% punster risk). 

serves to further protect the consumers as it is in the producer’s best interest to 
atches with a quality that easures at least 95% proba~~li~ of acceptance. 

difference between the quality at 5% and 95% acceptance probabihties is 
by the following three factors: 

a the de~~itio~ of the limiting batch quality, 
* the sample size, and 
* the efficiency of the test, i.e., the ability of the test to extract an use the i~fo~at~o~ 

obtained Tom a sample to characterize the batch. 

Parametric vs Non-Parametric Approaches 
Both non-parame~c and parametric approaches can be used to test for coverage of a target 
interval. The dose u~ifo~i~ tests in the FDA draft Guidances are nob-paramet~c (as are most 
co~only used uniforms tests for pha~aceutieal products). The proposed test is pararnet~~* 

A non-~ararnet~~ test does not presuppose any particular dist~bution. The major a~~bute the 
non-parametric FDA un~fo~i~ tests use is whether an obse~atio~ is within or outside a target 

count of observations falling within a fixed interval is used to 
In cases where a dist~butiona~ assumption is reaso~ab~e~ a 

non-parametric method is not most efficient approach. 

Assuming that the data do follow a normal distribution, t e sample mean and standard 
deviation are sufficient statistics to characterize the batch. This means t at the info~ation in 
the sample can be su~a~zed by the sample mean and standard deviati n without any loss of 
info~ation, Further, as these statistical parameters can be used to esti e the batch coverage, 
limits can be found for the mean and standard deviation that assure fat 
~on~dence~ that the batch coverage is not less than the limiting quality. A parametric test 
based on a sufficient statistic provides a more complete and thorough use of the data, and 
therefore provides a more precise estimate of quality, compared to a non-~ararnetr~~ test using 
the same sample size. 

The ass~rn~t~o~ of no~al~~ used for developing the proposed test can be i~v~st~gat~d by 
examination of actual data when a large number of observations are available. The database of 
OINDP collected by ITFGIUPAC-RS contains 46,8 16 results for 80 products that demonstrate 
that the normahty assumption is very reasonable (Appendix 2). At this~~n~t~re it wiI1 be 
assumed that data for all products are normally distributed. However, one of the desired 
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pr~pe~ies of a parametric delivered dose uniformity test must be that consumer ~rotcct~on is 
not eroded if the no~a~~~ assumption is violated. Section 6.3 and Appendix 3 provide 
evidence &at the proposed parametric test is more conservative in its treatment ofnon- 
notably d~s~bnted data as compared to normally d~s~buted data. Thus, 
does not compromise consumer protection in cases when data are no~~~o~a~~y dist~butcd. 

A Proposed Limiting Quality 
The target ~nte~a~ selected for the pro osed test is lOW5% LC. This target inte~a~ was 
chosen because the FDA draft Guidance tests use the ~0~~5~ LC interval for the outer limits 
criterion, the c~te~~n that predominantly determines the outcome of the FDA ~nif~~~~ tests 
(see Appendix I). 

The coverage of the target interval that defines the limiting batch q~ali~ in the proposed test 
was set to 85%. This figure resulted from the earefu’l consideration of e following factors: 

When expressed in terms of coverage of the 75- 125% LC target interval, the ~~rn~t~ng 
quality implied by the FDA DCU test’& for single-dose products, as determined at the 
95% confidence level, is 78%rs~ which is a lower coverage than provided by the 
proposed PTI test; 

Wnen expressed in terms of coverage of the 75425% IX target interval, the ~~rnit~~g 
quality implied by the combined application of the FDA CZr&TCL testsI for m&i- 
dose products, as determined at the 95% confidence Ieve is 85%r7~ which is equal to 
the coverage provided by the proposed PTI test; and 

85% coverage does not requn-e an unreasonable amount of testing to achieve 95 % 
confidence given the current ~a~abi~~ties of inhalation tec~o~o~ and the capa 
the proposed test. Higher levels of coverage would require si~~~ca~t~y more testing to 
achieve 95% confidence. 

I4 See this entry in the Glossary for the exact reference. The FDA DCU test is ~ec~~~e~ded by the drafi 
G~idan&es for aI1 products. 
I5 The draft Guidances do not provide an explicit quality statement ~ega~d~~g u~~f~r~~~~ Therefore, the operating 
characteristics of the DCU test were determined prior ta the deve~~~~e~t of the present proposal (see Appendix I, 
section 1.2). This “reverse engineering” approach was used to determine that the limiting quality that is ~~~~~ed 
by the FDA DCU test is ~~~~va~e~t to 78% coverage of the 100&W% LC interval. 
l6 See this entry in the Glossary for the exact reference. The FDA TCL test is recommended by the draft 
Guidances in addition to the FDA DCU test for ail multi-dme products. 
I7 The draft Guidances do not provide an explicit quality statement regarding ~~ifo~~~. Therefore, the o~eratj~g 
c~a~acte~st~cs of the s~~~~ta~e~~s a~~~~catio~ of the DCU and TCL tests were determined prior to the 
development of the present proposal (see A~~e~d~x 1, section 1.3). This “reverse engineering” a~~~~ac~ was used 
to determine that the limiting quality that is implied by the FDA DCU&TCL test is e~~~va~e~t to 85% coverage of 
the 1 OO~k25% LC interval. 
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3 Development of the Parametric Tolerance Interval 
(PTI) Test 

The se&ions below describe e logic that was followed in developing the proposed test. As 
SW&, many of these sections use general variables (e.g. T, L, k, etc.). The final numericat 
values dete~ined for these variables are stated in the beg~~i~g of this paper in section 
Proposed Parametric Tolerffnce fntenmf Test for Delivered Dme ~n~~r~~~ Testing uf 
~~~~P* 

The ~~darnenta~ features of the test devefoped in this section focus on ~on~ol~~ng the 
va~ab~~i~ of a single-dose product. The extension to control of potential thruugh~~onta~ner- 
Xife trends for a multi-dose product is dealt with in Section 4, ~~~~~~~g Plans. 

duction of an Acceptance Value 
type of test proposed rein is referred to as a Parametric Tolerance Interval test (PTI test). 

The primary acceptance c~te~o~ for this PTI test is described in terms of an Acceptance Value 
(AV): 

AV== T-ml +ks 

which is required to be not ore than a fixed limit (L), i.e. AV < L. 

The Acceptance Value is a linear combination of the absolute deviation of the sample mean 
(m) from the target (T) and the sample standard deviation (s) scaled by a coefficient (Xc). The 
limit L defines the target interval as T&L. The scaling coefficient k and the sample mean 
determine the maximum allowable sample standard deviation. The Acceptance Value together 
with the number of obse~atio~s (n) assesses the quality of the~~~~~ff~~~~ associated with a 
certain acceptance rate. For convenience, the word batch will be used as a stone for 
~o~~~ut~~n. 

As discussed previously, in the proposed test, qua&y is defined as the coverage of the target 
interval, i.e. the proportion of the batch that is within the target interval. The coverage of the 
target interval is fully defined by the mean and standard deviation of a normal d~st~b~t~on and 
may be catculated by integrating the density dist~bution between the limits of the target 
interval’! The coverage decreases as the mean moves away from the target and/or the standard 
deviation increases. To maintain constant coverage, therefore, the standard deviation needs to 
be reduced as the mean moves away from the target, representing a classical trade-off between 
the mean and variance. This is illustrated in Figure 1, which shows a selection of such iso- 
coverage curves for the interval 75-125. 

*’ See “Coverage” in the Glossary (Appendix 5) for a fo~~~a, 
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Figure t. Iso-coverage cwves (T&99.7% coverage) for the interval 75-l 25 for normal 
distributions. 

The relation between act tame rate, coverage, L, T, m and s may be ~~~~s~ated with reference 
to Figure 2. Both panels of Figure 2 show a diagram of Standard ~evja~~o~ versus Mean. The 
fefi panel perfains to sample cbara~t~~s~ics~ while the xi f panef p&aim to batch 
~~a~a~~e~s~~cs. It is assumed that the batch is normafEy trjbrrted with mean. 1-1 and standard 
deviation 0. 

T-L T 

Sample Mem, m 

Figure 2, Graphicat ~~lu~trat~~~ of the mechanics af a PT’f test, see text for detaifs. 

&ally, the cornb~~a~io~s of sample standard deviations and sample me at fulfill the 
n for the Acceptance Value (AWL) are delineated by a triangle whit nes the 

border of the sample acceptance region (Figure 2, left paBe1). The base of the triangle spans 
T&L, and the height is L/k A sample with m and s falling within the triangle passes the test, 
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whereas a sample falling outside the triangle fails the test. For an ~~~~te~y large sample, 
which perfectly reflects the batch ~haracte~st~~s, the triangle would also delineate the ~ua~~~ 
of batches accepted or rejected by the test. However, because real samples are necessarily 
limited in size, the association between sampfe and batch ~h~a~te~s~ics is impetiect (due to 
statistical sampling error). For a random sample from a batch within the jangle, there is a 
certain probability that the sample characteristics nevertheless will be outside the triangle and 

e batch therefore will be falsely rejected (the producer risk). ~imi~~ly, for a batch outside 
the triangle, there is a ~robabi~~ that the sample ehara~te~st~~s will fafl inside the t~a~g~e and 
the batch therefore will be falsely accepted (the coaster risk). 

3[n the right pane1 of Figure 2, the upper curve shows the eornb~~at~o~s (p, o> that ~o~espo~d to 
the quality of batches that have exactly 5% ~robabil~~ to provide a sample that passes the test 
fs~~h a curve is called an ~$~-pr~~~~~~~~ CWW). A batch above this ~so-~robab~~i~ curve has 
less than 5% chance of passing the test. In other words, this curve represents the qualms at 5% 
consumer risk, i.e. the limiting quality 

The lower curve in the right panel shows the combi~tio~s @, CT) that ~o~espond to the ~~a~~~ 
at 95% acceptance ~robabi~i~ (5% producer risk). A batch below this iso-probability curve 
has more than 95% probab~~~~ to provide a sample which passes the test. 

5% and 95% acceptance probability curves are derived by calculating the U~erating 
racteristic (OC) curves? of the test for different batch means, as illustrated in Figure 3. For 

each batch mean, the standard deviations giving 5% and 95% acceptance probabi~i~ (as found 
from the OC curve) are plotted on the graph of batch standard deviation versus the 
co~espo~di~g mean By calculating the OC curve for each of a number of different bate 
means, the ~so-~robab~~~~ curves ~o~es~ond~~g to 5% and 95% a~~e~tan~e probab~~i~ can be 
constructed. 

688 

uk 
Batch Standard Deviation, CT 

T--u2 7 -i-w2 T+L 

Batch Mean, p 

689 Figure 3. 
690 

Derivation of the 5% and 95% iso-prubab9tity cwves from Operating C 
curves (see text for detaifsf. 

I9 The OC curve used here is a plot of acceptance probability versus batch standard deviatim for a fixed batch 
mean. 
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The left paBe of Figure 3 shows two OC curves; one for a batch with the mean at target (~=‘I”), 
and another for a batch with a mean deviating from the target by an amount of L/2 (.u=T-L/2, 
which is identical to the curve for ~=T+LQ). In Figure 3, left panel, the a~owheads of “‘A”’ 
represent the two standard deviations giving 5% and 95% acceptance ~robab~li~ when t 
mean is at target. The arrowheads of ““B”’ represent the similar quantities when the me 
deviating from the target by Z&Q. 3cn the right panel of Fipre 3) ese standard deviations are 
now plotted VW~S the corresponding batch mean. 

2: Extension to Two-tiered Testing 
To reduce the required number of obse~at~o~s when quality is excefleat, a ho-tiered test is 
proposed. The 5% consumer risk for a false acceptance is equally d~st~b~ted be~ee~ the two 
tiers. The d~s~ibution of risk is achieved by using different k values for the two tiers. The k 
value used for the first tier (kl) is higher, and it restricts the acceptance ~robab~~~~ for batches 
at the limiting q~ali~ to 2.5%, Xf the batch is not accepted in the 1” tier, Yd tier testing using 
add~t~o~a~ observations is erformed. The k value used for the 12”~ tier (kl) is lower, and it 
allows to accept the retaining 2.5 % of the batches at the limiting quaiity, for an overall 
acceptance probabil~~ of 5%. 

the left panel of Figw~ 2, it can be seen that for a given L, the height of the t~an~la~- 
shaped acceptance bou~da~ is controlled by the k value Because kl and kz are different, the 
1’” and Znd tier acceptance boundaries differ. Compared to the 1”’ tier, a larger sample standard 
deviation is allowed for acceptance in the 2”d tier because the number of obse~at~o~s is higher 
(wb~~b provides a better estimate of batch quality. 

This is illustrated in Figure 4, which shows the lSt and 2”’ tier sample acceptance boundaries 
for a two-tiered PTI test (compare with the left panel of Figure 2). This test comprises 24 
obs~~atio~s in the first tier (nl), has a total sample size (nz) of 72 obse~atio~s for bot 
and uses L=25, kl=I .59 and kpl.36. 

Figure 5 shows a number of ~o~b~nat~ons of batch standard deviation and lean which result in 
5% (open circles) and 95% (closed squarest acceptance ~robabi~~~ for the complete test (i.e, , 
Pd tier testing is employed if a batch was not accepted in the 1’” tier). 

Figure 5 also shows two iso-coverage curves for the 75.125% LC target ~nt~~a~: 85% coverage 
ick line) aad 94.6% coverage (thin line). ( e 85% &o-coverage cu 

~~~~ting q~a~i~ that has been selected for the proposed test). As is evide ere 
is a close association between the 5% isom~~obabi~~~ curve and the 85% 
when the batch mean is off target. However, this assu~iatio~ is weaker fox batch means close 
to target. In the area aear the apex of e curve (where batch means are close to the target), the 
5 % acceptance ~robabil~~ extends to higher standard deviations than ~~stj~ed by the 85% 
coverage, Thus, at this step, the acceptance ~robabili~ for batches close to target is higher 
than 5% for a coverage of 85%. 
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This represents a deviation from our goal, namely to design a test that provides close 
~o~elation between acceptance probab~~i~ and coverage, and which more specifically yields 
5% acceptance probab~~i~ for batches having a coverage of 85%. A PTI test using only the 
Acceptance Value as the test criterion does not completely achieve t oal. Therefore, the 
PTI[ test was modified to address this discrepancy, as described in the next section. 

3.3 Step 3: introduction of Maximum Sample Standard 
Deviation 

The dissociation between the 5% iso-probabi~i~ curve and the 85% coverage tune in t 
v~~~~i~ of the target (Figure 5) is dare to the fact that the triangular-s ed sample acceptance 

re 4) is a simpli~~at~on of the ideal acceptance criterion. The ideal sample 
acceptance criterion has a complex analytical form and can be represented by a triangle with a 
rounded, and thus lowered, apex? 

lexity of the ideal sample acceptance criterion renders it 
y, the iso-probabi~~~ curve caxl be made to trace the iso- 

degree of accuracy when a criterion that the sample standard deviation may not exceed a 
certain maximum is added. This maximum sample standard deviation ~~~~D~ is conveniently 
expressed as a fraction (f) of the height of the triangle: 

2o This is due to the fact that for means close to target, individual values may fall outside of the target interval on 
both sides, which therefore gives a double ~irn~tat~~~ on the standard deviation, whiett is not a~c~~~~~d for by the 
simple triangle. By contrast, for batch means far off target, individuaI observations that fafI outside of the target 
intervaI are likely to do so on one side only, and a single limitation on the st;mdard deviation is therefore 
s~~&je~t. 
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MSSD = f L/k. 

The sample acceptance boundary created by s~~~~ta~e~~s~y appoint criteriit on the 
Acceptaxe Value and the sample standard deviation can ~ap~i~a~~y be represented by a 
truncated triangle, see Figure 6. 

The effect on acceptan adding s 5 MSSD as an acceptance criterion is 
~l~us~ated in Figure 7, same test as in Figure 5 except for the added MSSD 
criterion, For this test, using n=24/72, the iso-probabi~i~ curve aceuratefy traces the iso- 

rve, both at 5% and 95% acceptance rate, when the f value is 0.796 (the value off 
ly with sanlple size). 

Thus, by using acceptance criteria (for the sample Acceptance Value aud the sample 
standard deviatio goal of providing 95% assurance that a batch at the ~~rnit~ng quality 
wiII be rejected by the test, has been achieved. 
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Figwe 6. Sample acceptance boundaries for 1 st 
and 2”” tier using b25, kq=2.59, 

Figure 7. Isa-coverage curves and 
~r~~a~~~~~ fb accspt for a two- 

kz=l 36 and FeO.796. tiered n=24f72 PTZ test with 
acceptance boundaries as per 
Figure 6. 
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The test proposed here allows the producer to c oose from a number of possible test plans, 
each of which ensures the same hmiti quality. The test plans cmtain a varied number of 
observations, starting from n= 1 O/30. is allows for flexibility in testing the great diversity of 
orally inhaled and nasal drug products, i.e. solution or suspension pMI3Xs, ~re-~~tere~ and 
device metered DPIs, aqueous sprays, etc. 
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It is the respo~sib~~~~ of the producer to establish the test plan that is most appro~~at~ based 
on typical product quality, business needs, and other considerations. An increase in the ~~rnber 
of observations is directly correlated to a decrease in the producer risk and an increase in 
required analytical and other resources. A product of excellent u~~fo~i~ can reap the bereft 
of having to test fewer samples ~i~o~t negatively spatting the producer risk. As des~~bed 
above, the vahres ofkl, kz and f must be varied with sampIe size to ensure that there is also no 
impact on cons~er risk, i.e. at a coverage of 85% of the target interval of IOO~25% LC is 
associated with an acceptance probabi~~~ of 5% regardless of the sample size. 

In developing the test plans, the following co~s~a~~ts were used for each sample size: 

* The Ist tier acceptance ~robab~~i~ is 2..5% for a coverage of 85% of the target interval 
100&25% LC when the true mean is at 100% LC; 

* The sample size required to be tested in the 2”d tier is twice that in the 1” tier, so that t 
total sample size, n2, is three times that of the I St tier (u2 - 3~); and 

+ T’he combined acceptance probab~li~ for both tiers is 5% for a coverage of 85% of the 
target interval 100+25% LC. 

The acceptance criteria for all test plans are: 

For a sample size of nr accept in lsf tier if 

f 100-m 1 + krs S 25, and 
s < f 251 k1. 

If not accepted, proceed to 2”d tier. For a total sample size of n2, accept in Znd tier if 

1 SW-m 1 + k2.s 5 25, and 
s<f25/kz. 

le average (% LC) and s is the sample standard deviation (%I LG). 

Using simulations, the two ac~eptabi~~~ coefficients, kl and kz, and the f factor were 
dete~i~ed for a number of sample sizes using the co~s~ai~ts listed above. The algorit and 
computer code used for these calculations are provided in Appendix 4. 

Table f lists the derived coefficients and provides additional i~fo~atio~ about certain 
progenies of the test plans. As designed, all test plans have a 5% acceptance probability for a 
coverage of 85% of the target interval 100*25% LC (column vl;t). The required coverage for 
95% acceptance probabili~ is much higher, ri,e. between 94.6% and 97.7% for the six listed test 
plans (cohmrn viii). Note that as coverage decreases (e.g. from 97.7% to 94,~~~ the producer 
risk can be maintained by using a test plan with an increased number of obse~ations. 
mean number of observations at the 95% acceptance probabili~ is shghtIy more than twice the 
size of the Ii”” tier sample for all test plans (column xii). 

. 

standard deviation (CY) co~es~onding to 5% and 95% a~~epta~~e ~robab~ljties for a 
the mean at target (~==100% L(I) is given in columns ix and X. For an act 

probabi~i~ of 5% (5% consumer risk) the standard deviation is 17.4% LC for all test 
The batch standard deviation for an acceptauce probab~~~~ of 95% (So/, producer risk) is much 
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lower, i.e. between 11 .O% and 12.9% IL Note again that as the batch standard deviation 
increases, the mmber of o~se~at~u~s needs to be imreased to ~a~nta~~ 

Standard Deviation, 

-~_______ ---------- 
-#+n=1@30 --G-11=12/X1 --+-n=14/42 

Figure 8. Left panei: OC curves for the PTI tests described in Ta 
number of absewations for the tests 

obab~~~~ to accept a bath (left panel), and the number of obse~at~o~s 
decision (right panel), are plotted as a ~n~t~o~ batch standard 

deviation for six PTX test plans (for batch means at targe 
that for a givm batch quality @me, standard dev~at~o~~, 

ne left panel of Figure 8 sh_ows 
e producer risk is p~o~ess~ve~y 

lowered as the sample size is increased (provided, of course, that the batch quality is better than 
the limiting quality). 

The right panel of Figure 8 shows that for each of the PTI test plans, the mean sample size 
imreases with increasing standard deviation as a consequence of Yd tier testing ~e~o~~~g 
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progressively more bosom” For a snf~c~ent~y low standard deviation, the test is always 
passed in the 1”” tier. For a suf~eient~y hi 
2”d tier. 

standard deviation, the test aXways proceeds to the 

It is expected that 2”d tier t g will be rather frequent for tie PTl test, because the 1”” tier 
acceptance ~oef~eje~t, kl, been set to give only 2.5% acceptance probabi~i~ for 
limiting batch quality (the espwding acceptawe probab~~~~ for the complete test, 
intruding 2”d tier testing when required, is 5%). The batch is only accepted if the 1”” tier 
sample meets this more stringent requirement. By contrast, for the FDA tests, 2”” tier testing is 
i~~eq~e~t and plays an insi~~~cant role with regard to batch quality assessment (see 
Appendix 1). 

Qn average, therefore, the proposed PTI test requires a larger sample size than the FDA tests. 
This provides a powerful incentive for producers to improve their pro ct quality since sampie 
size requirements are lower for products of higher quality. 

The &o-coverage and iso-p~obab~~~~ curves for the smallest and largest tests listed in Table 1 
are given in Figure 9 and Figure 10, respectively. These figures show that the ~so-~robab~~~~ 
curves follow the indicated &o-coverage curves to a high degree of accuracy for ali batch 
means. This d~mons~ates the exceffcnt correlation between batch quality ~~ove~age of the 
target interval) and sample acceptance probability that is provided by the proposed PTI test. 

0 5% Acceptance rate 

Figure 9. PTI test using t=25, nf=lQ, n2=30, 
kl=2.091 k2=l .59, MI.839 

1 0 5% Acceptance rate q 95% Acceptance r&e 

85% commge 75-m - 94.5% corRrage 75-l 25 

0 

70 80 90 100 110 120 130 
Mean, p (% LC) 

Figure IQ. I test using L=25, nt=24, rtp32, 
=I 39, kz=l .3fi, f=O.fS§ 
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As is evident frctm Figure 9 and Figure 10, the PTI test with only two acceptance criteria would 
accept batches with highly deviating means (up to =t25% deviation from the target) if the 
standard deviation is suf~~iently low to maintain the limiting coverage (185% coverage for 5% 
acceptance probability. Even thou such batches would comply with the coverage criteria, 
the quality may be regarded as inadequate due to the large mean deviation from the target. 

e PTI test was mrther m fied to reject batches with hilly deviating means. This 
was a~~omplished by sup~lementin two acceptance criteria i~~odu~~d above wit 
requirement that the sample average (m) be within lOWl5% LC. The proposed limit, 
1 OOiX 5% LC, is adopted from the draft Guidance tests. Thus, the acceptance criteria for the 
PTI test at this step appear as follows: 

For a sample size of nl accept in the lst tier if 

If not accepted, proceed to the 2”d tier. For a total sample size of n2, accept in the 2”d 
tier if 

The 1 St and Zfld tier sample acceptance boundaries created by simultaneously applying the 
criteria on the Acceptance Value, the sample standard deviation, and the sample average can 
graphically be represented by triangles tmncated at the top and at both flanks, see Figure 11. 
The effect on acceptance ~robabili~ of adding the requirement on sample average is illustrated 
in Figure 12, which shows results for the same test as in Figure 7 except for the added criterion 
for the sample average. A corn~a~so~ of these figures clearly shows that batches with large 
mean deviations and low standard deviations are no longer accepted. 

Note that as with the other acceptance criteria, failure to comply with the criterion for the mean 
results in a 2”& tier testing. This provides a better estimate of the tme mean for the batch and 
hence is statistically justified. 
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Figure I “I * Sampis acceptance boundaries for 1” 
and 2”d tier using L=25, k@ -59, kz=l .36, 

Figure 12. Acceptance ~r~~a~~i~t~as for a two- 
tiered n=24J?2 PTt test with acceptane@ 

fW.f96, and a lOOJtW% tC requirement bourrdaries as per Figure 1 +I 
on the sample average. 
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pting Plans 
e sampling plan is an integral part of a test, as it dete~i~es what sources of va~abili~ will 

affect the outcome of the test. Since the primary issue at hand is to exercise c 
v~abiIi~ of doses within a batch, it is desired to sample doses i~ such a way 
potential sources of v~abili~ in the batch are suitably represented by the sample. 

~i~g~e~dose products are defined as products in containers that hold a single individually 
packaged pre-metered dose unit. The delivery mechanism may be an integral part of the 
container or be provided in an auxiliary device. For a single-dose product, the sampling is 
s~ai~tfo~ard: a representative sample of the containers is tested using the sample size 
selected for the product. In the case where an auxiliary device is used to deliver the dose from 
the container, superior control over va~abili~ is achieved if a separate deliver device is used 
to test each dose, because the delivery device may contribute to the overall va~abili~. A 
separate device should therefore tidally be used to test each dose unless it has been 
demonstrated that an alternative test plan provides equivalent control. 

4.2 Sampling Plan for Multi=dose Products 
~~~t~-dos~ products are defined as products in confiners that hold multiple doses, whether as 
reservoirs or as ordered assemblies of individually packaged pre-metered dose units. The 
delivery mechanism may be an integral part of the container or be provided in an auxiliary 
device. In the case where an auxiliary device is used to deliver the dose from the container, a 
separate delivery device should typicaly be used to test each dose unless it has been 
demonstrated that an alternative test plan provides equivalent control. The word ~~~~~er will 
be used to denote the container and delivery device combination. For a multi-dose product, it 
is necessary to sample -from different life-stages to evaluate possible systematic trends from the 
first to the last dose. 

A draft Guidances recommend controlling this potential through~~ontainer-life 
variation by an additional test here denoted as the FDA TCL t used in addition to DA 
DCU test. In the FDA test, doses from the beginning, m and end of the cant life 
are sampled from each ree multi-dose inhalers for pMDI DPIs (or from the begi~ing 
and end from each of five multi-dose inhalers for nasal products and inhalation sprays). 

In the PTI test, it is proposed to control potential trout-container-life variation by suitably 
modi@ing the PTI sampling plan to a stratified sampling of different life stages for multi”dose 
products, thus avoiding multiple testing of the u~ifo~i~ of these products. As described 
below, the modi~ed sampling plan takes inter- and intra-inhaler variation, including through- 
life trends, into account sim~l~neously~ and achieves a rigorous overall control of product 
quality similar to that provided by the combined application of the FDA DCU&TCL tests. 
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42l Stratified Sampling From Different Life-Stages 
The objective of a DDU test is to control the overall variability of doses delivered from a batch, 
~~es~ective of the sources of var~ab~~~~. The test should be concerned with delivered dose 
relative to the label claim and not relative to the beg~~~ng of a ~a~i~ular i aler (i.e., for batch 
comrol, there is no need to collect begining, middle, and end doses from the same inhaler, as 
reco~ended in the draft ~u~d~Ges~. One concept, then, is to view the doses from alI life- 
stages as equally important and test a simple random sample such that each dose at any life- 
stage and from any inhaler has an equal chance of being part of he sample. In pr~~c~~~e, this 
would ensure the same corrtrol over the total va~abil~~ for multi-dose products as that 
achieved for single-dose products. However, such a sampling plan would be highly ~rnpra~t~~a~ 
due to logistical dif~~~lt~es. A more practical way to eve similar control over the entire 
population of doses would be to employ a stratified s ag plan where different life-stages 
provide equal weight. 

The proposed sampling plan for rn~~t~-dose products therefore specifies, as a default, that one- 
third of the doses be sampled from the begi~ing, one-third from the middle, and one-third 
from the end of the claimed number of deliveries (inhaler life), each dose being sampled from a 
unique container and delivery device. 

The requirement that each dose be sampled from a separate inhaler is essential in order to 
maintain a representative samphng of inhalers. The impo~an~e of this requirement depends on 
the relative rna~~~de of variation between inhalers and within inhalers.. For a case where the 
be~e~n-inhaler variation is much smaller than the within-dialer variation, the latter would 
define the overall variability. In this case, the requirement to sample from many different 
inhalers could be relaxed. However, in order for the proposed test to be generally a~~~j~ab~e, 

Xan was selected so that each dose is sampled from a unique container and device 
combination. 

After sampling according to the proposed sampling plan, the mean and standard deviation of 
the total. sample (composed of doses from different life-stages) are calculated as described 
above, and from these the Acceptance Value is derived. The sample standard deviation and 
Acceptance Value are then compared to the respective acceptance criteria to evaluate the 
acceptability of the batch. It should be noted that any through-life trend that might be present 
will inflate the sample standard deviation and thereby also the Acceptance Value. This means 
that in order to meet the acceptance criteria, the within-life-stage dose-to-dose vacation has to 
be propo~~ona~~y smaller. This mechanism provides an inherent protection against excessive 
t~ough~l~fe trends. 

The ~h~~oso~hy used here to aggregate different sources of variation and evaluate against a 
single metric, in principle follows that of the bioeq~iva~e~c~ statistical analysis 
reco~~ndat~ons for Dose Content UnifornGty Through Container Lifez2. 

e prote~tjon afforded by the inherent sensitivity of the metrics towards Iife- 
stage trends, it is proposed to mrther hmit life-stage trends by requiring that t 
life-stage be within I. Ooi15% LC (similar to the requirement of the FDA TCL test) (this 
guarantees that the overall mean is also within these limits). 
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For begi~~n~middle/e~d testing, sampling plans with n’s divisible by three (e.g., 12136, 
15145, 18/54,24/72) are suitable. ~~~~~~~~g is defined as the first dose after preparation of the 
inhaler according to e label (e.g., after priming maneuvers when so directed), cuddly is the 
next dose after delivery of half of the claimed ember of doses, and end is the last of the 
claimed number of doses. 

For a product which has been demonstrated to ave no trend or a monotonic tread trough 
container life, it is proposed that testing of the iddle fife stage be waived. A product is 
monotonic eve1 of the middle life stage is typically ~o~ta~ned within the interval 
determined eginning and end life stages. In such cases, one-half of the 
doses may be sampled from beginning and one-half from the end of the container life. The 
j~sti~~at~o~ for this is two-fold. Firstly, the sampling plan becomes logistically simpler, 
thereby saving anafytical reso‘Ltrces. Secondly, by testing only the beg~~ing and end of 
monotonic products, the test becomes more stringent because the sampling focuses on worst- 
case sceaarios and avoids d~~~t~~g of the sample i~fo~at~o~ with doses from the middle life 
stage, when this has been shown to be bracketed by the beginning and end doses. 

For begi~i~~end testing, sampfing pfans with even n’s are suitable (e.g.) 10130, X2/36, 14142, 
18/54,24/72). 
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5. Single-dose 
The operating ~haracte~sti~s of the PTI tests with the small (n= 1 U/3U~ and large ~n~24/72~ 
sample sizes described in e E&k o$?k~t Hans (page 7) were investigated by simulation 
using the acceptance criteria described above. The 0-C curves for batch means at target are 
given in Figm-e 13, which as a ~orn~~so~ also shows the 06 curve for the FDA DCtT test, 
Figure 13 demonstrates that the OC czErves for the PTI test (both test plans) are sharper and 
provide both improved consumer and producer protection compared to the FDA DCtr test. 

The batch characteristics giving 5% and 95% acceptance probabilities using these tests are 
given in Figure 14. This figure demonstrates that the PTI tests provide better consumer 
protection than the FDA DCZJ test for all combinations of batch mean aBd batch standard 
deviation. This is evidenced by the fact that the iso~~robabili~ curves for 5% acceptance fur 
the PTI test are completely inscribed within the corresponding curve for the FDA I3CX.J test. 

6 8 -lo 12 14 26 18 20 

Standard Deviation, d (% of IX) 

I * PTI test n=24/72 

j - FDA IX% test 
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DCU test 
-a-%5% Acceptance wte, PTI 

test ~24172 

--a- 5% Acceptance rate, PTI 
test rl=24/72 

--A--%% Acceptance rate, PTI 
test 4FTQf30 

-+43% Acceptance rate, PTI 
test w= 10131) 

Fjgure 14. Comparison uf the aperating characteristics for two of the WI tests dwxribed in the 
‘G&k of Test Pians ~j~Glud~~~ the lOWW% LC requiremsnt ctn the sampfe average), 
and the FDA DCU test 

. 

&dose Products 
The operating characteristics of the tests with the small (II= 12136, i.e., the smakst test divisibk 
by 3) and large (n-24/72) sample sizes described in the Table of Test Pkms (page 7) were 
investigated by simulation using the acceptance criteria described above ~~n~~~~~~g the 
re~~~re~e~t on the mean applied to each life-stage separately). The OC curves for batch means 
at target are given in Figure 15, which as a comptiso~ also shows the OC curve for the FDA 
DCU&TCL test- Figure 15 demonstrates that tk QC curves for the PTI test (both test plans) 
are sharper and provide simitar consumer protection and improved producer protection 
compared to the FDA DCU&TCL test. The batch characteristics giving 5% and 95% 
acceptance probabilities using these FTI tests are given in Figure X 6. This figure de~o~st~at~s 
that the PTI tests provide comparaHe consumer protection to that of the FDA DCU&TCL tests 
for all co~bi~at~o~s of batch mean and batch standard deviation. This is evidenced by the fact 

bility curves for 5% acceptance for the PTI tests trace t 
DCU&TCL test. 
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Figure 15. Comparisan of OC euwe for two of the PTI tests desctibsd in the Tabk of rest Pfans 
~in~~ud~~~ the lOWW% tC requirement on the sampie awragis for eacir ~~f~-sta~~ 
separately), and the FDA I)CU&TCL tests 
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Figure $6. Comparison of the aperating characterSstics far two of the PTI tests described in the 
Table of “fest PIans ~~ncFudin~ the ~~~~~~~ LC requirement on the sample averaga 
for each life-stage separately), and the FDA DCU&TCL tests 

, 
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1082 6 Sufficiency of PTI Test Criteria 
1083 The previous sections dismissed the considerations used to develop the proposed ~ararnet~~ 
1084 tulerance interval test, which includes criteria for: 1) the Acceptance Value, 2) the sample 
1085 standard deviation, and 3) the sample average (applied to each life-stage se~amt~ly for multi- 
1 OX6 dose products). This section presents further considerations demons~ating that these three 
1087 criteria are sufficient to achieve efficient and rigorous control over dose ~ifo~i~. 
fUS8 

1090 
The Parametric Criteria of fhc? PTI Test Replaces the 
Zero-toterance Criterion of the FDA DC 
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The FDA draft Guidance test ineludes a so-called “‘zero-tolerance” req~irerne~t~ i.e., the 
requirement that no observed value in a sample may be outside 1 O&25% LC. A zero~toleran~e 
requirement, huwever, does not provide a safety net against the presence of outlying doses 
within the batch. It only provides a safety net against outlying doses within the sample. A 
batch may still contain a si Scant percentage of such doses even when the sample does not, 
The reason for this is that, statisti~a~ly~ there will always be a risk that the sample is free from 
outl~ng results (by pure chance) even when such doses exist in the batch. The zero-tolerance 
req~ir~rn~~t constitutes a simple and correct ~on-~ar~et~~ tolerance inte~al test of a 
I M&25% LC target interval. However, such a test has a rather flat operating chara~t~~stic 
curve, which means that the chance to detect (and reject) a batch with an elevated frequency of 
outlying doses increases rather slowly with the frequency of outlying doses. The proposed 
parametric test has the capability to be more efficient in this respect. 

Appendix 1 demonstrates that a batch will meet the FDA zero tolerance req~ir~rn~~t with 5% 
probabili~ if the coverage is 74%‘“. This means that up to 26% of the values in a batch may 
be outside of the interval before the probability that at least one is present in the sample (n=lO) 
reaches 95%. At the same time, due to the flatness of the OC curve for this criterion, a batch 
containing as little as 0.5% of the values outside the interval, has a 5% risk of being rejected 
due to this criterion. Thus, this criterion carries a high risk for the producer without providing 
the consumer a high protection. 

With the parametric criteria of the PTI test, on the other hand, each accepted batch contains less 
than 15% values outside the 100~25% LC interval with 95% confidence. Thus, the ~ararnet~~ 
criteria of the PTI test afford superior consumer protection against doses outside the target 
interval compared to the zero-tolerance criterion of the FDA DCU test. 

The ~ornbi~~d application of the FDA DCU and TCL tests for a multi-dose product also 
achieves 95% confidence that au accepted bat& contains less than 15% values outside o 
interval. Thus, the same consumer protection is achieved with the FDA DCU&TCL test 
with the PTI test. However, the producer risk that a uniform batch is rejected is much higher 
with the FDA DCU&TCL tests than with t 
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In Appendix 2 it is demons~ated that overall, real data from orally amazed and nasal drug 
products folluw a normal distribution with excellent fit extending far out into the tails of the 
d~st~b~ti~n. Thus, chance observations located in the extreme tails of the dis~b~t~on are 
expected to occur even for batches with excellent u~~fo~~~. This signifies that there exists no 
we&d limit beyond which a sing/e observation in a sample would ~onst~~te evidence 
batch is unacceptable. ~sti~t~on of a requirement that depends on chance rather than on batch 
quality is not ideal for quality control. In this respect, par~et~~ requirements are superior to 
non-pararn~~~~ ones because they focus on overall batch quality rather than on ~~d~v~dua~ 
sample observations. 

6 . The Addition of a Zero Tolerance Criterion to the IPT 
Test woutd be ~~c~n~r~~~t with the Parametric 
Approach 

The limiting quality in the proposed approach is defined as an 85% coverage of the ~~~~~% 
LC target interval. This implies that doses outside of the target interval are not disallowed. 

use doses outside the target interval are tolerated (at a low, controlled freq~~n~y~, it would 
appropriate to add a requj~ement that a single obse~ation, in a sample, of a dose outside 
e target interval is ~a~~eptab~e. 

The addition of a zero tolerance criterion to the PTI test would degrade the test. Figure 17 and 
I. 8 show the effect on the OC curve of adding a zero-tolerance criterion for the 

al 1OoTcF25% LC for two of the PTI tests in the Tabk of Test P 
the lowest and highest numbers ofobse~at~ons, respectively). The 
the UC curve for the test including the zero-tolerance requirement i 
curve for the test using parame~ie requirements only. For large standard deviations, there is 
only a slight effect on the acceptance rate whereas for low to moderate standard deviations, the 
acceptance rate is dramatically affected by the zero-tolerance requirement, pa~~cular~y for the 
larger sample size. In fact, the OC curve for the large sample is ~ornp~ete~y defined by the 
zero-tolerance requirement, meaning that the parametric criteria no longer affect the shape or 
location of the OC curve. 

~dea~~y~ as the sample size increases (and thus information about batch quality becomes more 
comlpkte), a proper test should increase the acceptance rate for ~~~fo~ batches, and decrease 
the acceptance rate for bate es of low unifo~i~. Contrary to this goal, a test with a zero- 
tolerance criterion has a lower acceptance rate for larger samples compared to smaller samples, 
as illustrated by comparison of the OC curves in Figure I7 and Figure 18. Were, the OC curve 
for the n=24/72 sample lies lower than the OC curve for the n= 10130 sample for ;all standard 
deviations. As described ashen in Appendix 1, a zero-tolerance requirement will always, for 
ati- given quality, decrease the acceptance rate as the number of observations increases. With 
a zero-tolerance requirement, every observation carries a random risk to fail, en~o~agi~g 
minima~ist~c testing. This has the undesirable consequence that investigations requiring 
repeated testing, such as development, stability and validation, are at risk of being under-tested. 
Tfius, the addition of a zero-tolerance re~~~reme~t to a parametric test would be counter to the 
intent of quality control, as it discourages adequate testing of a batch and thorough assessment 
of its true quality. 
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The addition of a zero-tolerance criterion to the PTI test would ~~rn~rorn~s~ two of the key 
elements of the proposed test, namely: 

* the higher efficiency (steeper OC curve, Le., etter d~sc~minato~ power) compared to 
non-parametr~~ tests, and 

* the ab~~i~ to mitigate producer risks by increasing the sample size. 

At the same time, the addition of a zero-tolermee criterion would not eaningfixlly improve 
e monster protection, as the level of consumer protection against acceptance of low quality 

batches provided by the parametric criteria of the proposed PTI tests already is superior to that 
given by the FDA draft Guidance DCU test for a single-dose product (see Figure 13 above) and 
comparable to that given by the FDA DCU&TCL tests for a mu~ti~dos~ product (see Figure 15 
above). 

Therefore, it is concluded that the addition of a zero-tolerance criterion to a PTI test is 
u~wa~anted and highly undesirable as it would provide no ad value and is associated w 
Mary drawbacks. The elimination of a zero tolerance criterion s been fully compensated 

e use of the more efficient parametric criteria contained in the PTI tests. 

I 
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The theoretical foundation for the proposed PTI tests is based on the assumption that doses in a 
are normally distributed. ft is thus impo~a~t to investigate how non-nodal distributions 
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are treated by the PTf test, even though there are strong indications that overall, orally imaged 
and nasal drug products are normally d~st~buted (see Appendix 2). 

nteresting type of non-no~a~~~ arises when the basic, normal distribution is ~on~~~ated 
values from another d~st~bution. Here, the effect of such ~ontam~~at~ng values wiXr be 

studied by d~s~bing a proportion of the values of a normal dist~butio~ by another process. To 
investigate whether the parametric criteria alone offer protection ainst dis~ba~ces~ a 
selection of PTI tests for single-dose products were cumpared wi the FDA DCU test, and a 
selection of PTI tests for m&i-dose products were compared with the FDA ~~~&T~L tests. 
The draft Guidance tests were used as references, because they contain a zero-tolerance 
criterion for values outside of IO&25% LC. To facilitate comparison between the tests, which 
all have different OC curves, the standard deviation of the basic dis~bnt~on (a normal 
dist~b~t~o~ with the true mean at target) was adjusted for each test to give 95% acceptance rate 
in the absence of disturbances. 

For the purpose of&is exercise, it was assumed at dis~b~ces are positive and that a small 
disturbance is more bosom than a larger one. A simple one-parameter dist~bution that 
fklfills these eonditions is the exponential dis~ibut~o~ (with density function exp(-x/~)/~, x 2 0, 
h> 0). The parameter h of the distribution equals both the mean and the standard deviation of 
the exponential distribution. For example, for iL=35% LC, the average size of the d~s~rbances 
is -05% LG. However, because a smafl disturbance is more ~0~0~ than a larger one, the 
median d~s~rba~~e size is lower; in this example, the median is +24% LC (351n(2)). 

. 

The simulatjo~s were pe~o~ed as follows. A value was randomly drawn from the basic, 
codas d~st~butio~. With a certain probabi~i~, this value was then disturbed by the ~~~j~~o~ of 
a randomly drawn value from the selected exponential djs~~b~tio~. This was repeated until a 
sample size sufficient for final evaluation was reached. The whole procedure was then 
repeated several thousand times to obtain sufficient accuracy to draw smooth curves. 

Figure 19 compares the density unction of an u~d~s~rbed normal distribution with those of 
normal dist~butions contaminated wit disturbances (h-3 5% LC) with increasing frequency 

4, IO, 15%). As is evident from the figure, the exponentially dis~rbed dis~butions bave a 
heavy right-hand tail and a lower frequency of values near the target. 
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Figwe 19. Density functian fur a pure not-mat distribution, and a normal distribution disturbed 
by an expanentiaf dlstri~uti~~ @= 35% LC, probability af a disturbance as i 

In one set of s~ulat~ons, the probabil~~ of d~s~rbing a value of the normal dis~~but~on was 
varied (5, 10, 15%) for a fixed levef of disturbance (h=35% LC); and in another set, the level of 
disturbance (h) was varied (O- 100% LC) fur a fixed probability (10%). 

Figure 20 (left panel: level of dis~rban~~ fixed at h=35% LC; right panel: probabili~ fixed at 
10%) indicates that both the small and large PTI tests for single-dose prods&s (using no zero- 
tolerance c~t~~on) react more sensitively to disturbances than the FDA DCU test (which uses a 
zero-tolerance criterion). For all tests, the sensitivity to dis~rba~ces increases with increasing 
frequency and/or level. The predominant reason why the PTll tests are d~scr~m~nato~ against 
disturbances in spite of not using a zero-tolerance criterion is the fact that the standard 
deviation is aviated by the presence of deviating values to make it transgess the MSSD 
criterion and/or make the Acceptance Value exceed its limit. 

Figure 21 shows the results for multi-dose products. The same ~on~~us~o~s as for singes-dose 
products hold, although the degree of improved control ac jeved by the PTI tests is less 
pronounced. The reason is that compared to the FDA DCU test for single-dose products, the 
FDA DCU&TCL combined test for multi-dose products uses a larger sample size and thus 
naturally has a greater sensitivity towards disturbances than the FDA DCU test. The PTI tests 
behave similarly for both product types. 

In Appendix 3, it is further demonstrated that the PTX tests are conservative and that for a fixed 
coverage, the probability of acceptance decreases when data are non-notably distributed. This 
is shown for the main classes of non~no~al djst~b~tions potentially en~onntered in practice 
(skewed distributions, rnu~t~-modal d~str~b~tio~s and heap-tailed dist~butions). 

These endings show that consumer protection is not eroded when the PTI test is applied to 
non-normal data. Thus, it is valid to use the PTI test both for norrnaf and non-normal data. 
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reduction Situation 
scribed by the operating ~baracterist~~ curves, the practical ~a~ab~~~~ of a 
diately apparent. An illustrative way to study the ca~ab~l~~ of a test is to 

try to simulate a realistic ~rudu~t~o~ situation, where a series of batches of varying quality is 
inspected, and then separately study the quality of batches that were 1 cted and accepted by 
the test under consideration. It should be emphasized that it is not th of rejected 
batches, but rather the ~~~~~~ of accepted batches that should be the focus of proper quaint 
control. 

Simulated Single-dose Product 
Figure 22 shows an example for a simulated production of a single- se product yielding 
batches with a long-term (i.e., over many batches) average of fOO% LC and a long-term within- 
batch standard deviation of 10% LC. 

To simulate a production where the true quality of batches varies, the following procedure was 
used, For each s~m~Iated batch (batch number i), a true mean (pi) was randomly drawn from a 
normal djst~b~t~on with the mean at 100% LC aad a standard deviation of 4.5% LC (i.e. 
N( 100,4.5)). In other words, the overall product mean (over all batches) is 100% LC and the 
standard deviation of batch means is 4.5% LC. Similarly, for each batch the true wi 
standard deviation (0;) was randomly drawn from a nodal distribution N( IO, 1.5). That is, the 

all withal-bat~b standard deviation (over all batches) is 10% LC and the va~ab~l~~ of the 
in-batch standard deviation is 1.5% LC. The figures of 4.5%, 10% and I .5% are arb~tra~ 

but considered to be realistic. 

s, by this procedure, each simulated batch has a known true mean ( J and a known true 
standard deviation (a& Further, assuming that values within a batch follow the novae 
d~st~butjon N(pit si>, values can then be randomly drawn from this d~st~b~t~on to simulate a 

le from batch i. Finally, an FDA or a PTI test can be applied to these valzres, 

The above procedure was applied to 5000 simulated batches. Fi e 22 @age 43) illustrates 
the true properties (pi and CT,) of batches that passed or failed the FDA DCU test and two of the 
PTI tests (n=I0/30 and n=24/72) based on results from a random sample from each batch. 

e true quality of the batches accepted by the tests shows that there was no 
rence in the true qualms of batches accepted by the FDA and PTI tests. 

median coverage of the 75-125% target interval of accepted batches was 98.4% (5 to 95 
~er~e~t~les: 94.6~99.9% coverage) for the FDA DCU test, 98.3% (5 to 95 percentiles: 94.7- 
99.9% coverage) for the small PTI test, and 98.1% (5 to 95 percentiles: ~3.9-9~.~% coverage) 
for the large PTI test. For this simulated situation, the FDA DCXJ test rejected about 25% of 
the batches. The PTI tests rejected 13% (small sample) and 4% (large sample). The FDA 
DCU test thus rejected a s~~~~cantly higher number of batches than the PTI tests, yet the 
outgoing batch quality was the same. 

The quality of rejected batches, on the other hard, was clearly different. As is illustrated in 
re 22, the FDA DCU test rejected a significant fraction of batches that are well withes the 
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region of quality crccepted by the FDA DCU test. In contrast, the PTI tests e 
d~s~~rnjnatjon between the quality of accepted and rejected batches (of course, this is due to 
the fact that the FDA DCU test has a shallower QC curve than the PTI test, see Figure 13). 

The higher disc~m~nating power of the PTI test comes at the expense of more testing. For this 
particular s~~lat~on, the FDA DCU test used on. average 11.1 observations per test to assess a 
batch. By contrast, the PTI test used on average 20.4 (small test) or 32.7 (large test) 
obse~at~ons per test, due to the 2”d tier testing being invoked for 52% of the batches using the 
small PTI test, and 18% using the large PTI test. 

7. Simulated Multi-dose Product 
re 23 shows an example of a simulated production of a multi”dose product, also yielding 

batches with a long-tee (over many batches) average of 100% LC and a long-tee Wylie- 
batch standard deviation of 10% LC, again assuming the va~ab~l~~ between batch means 
standard deviations to be 4.5% and 1.5%, respectively. For this example, it was assumed 
the within~batch variability ori nated in equal parts from intra- and inter-container va~ab~li~ 
and that there was no systematic trough-container-life trend. 

Figure 23 illustrates the true properties (pi and CTi) of batches that passe or failed the FDA 
DCU&TCL combined test and two of the PTI tests (n==I2/36 and n=24/72, using equal 
sampling in the beginning, middle and end of container life) as judged from a random sample 
from each batch. 

An inspection of the true quality of the batches accepted by the tests again s ows that there was 
no appreciable difference in quality of batches accepted by the FDA and PTI tests. The rned~a~ 
coverage of the 75-125% et interval of accepted batches was 98.6% (4 to 95 percentiles: 
95.1-99.9% coverage) for FDA DCU&TCL test, 98.3% (5 to 95 percentiles: 94.5~99.9% 
coverage) for the small PTI test, and 98.1% (5 to 95 percentiles: ~3.~“9~.~*~ coverage) for the 
large PTI test. The FDA DCU&TCL test rejected about 35% of the batches. The PTI tests 
rejected 10% (small sample) and 4% (large sample) of the batches. Thus, the F 
test rejected a significantly higher number of batches than the PTI tests, with the same outgoing 
quality. 

Again, the quality of the rejected batches was clearly different. As is illustrated in Figure 23, 
the FDA DCU&TCL test rejected a s~~i~~ant fraction of batches that are well within the 
region of quality accepted by the FDA CU&TCL test. In contrast, the TI tests exhibited a 
better dis~~rn~nat~on between the quality of accepted and rejected batches. (Again, this is due 
to the fact that the FDA DCU&TCL test has a shallower QC curve than the PTI test, see Figure 
15). 

The FDA DCU&TCL test used on average 17.7 observations per test to assess the batch 
quality. By contrast, the PTI test used on average 22.9 (small test) or 32.8 (large test) values 
per test, due to 2”d tier testing being invoked for 45% of the batches using the small PTI test 
and 18% using the large PTI test. 
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Figure 22, Comparison of two of the PTI tests described in the Tabfe ef Test Plans ~~~~lud~~g 
the 100f?5% LC requirement on the sample average), and the FDA DCU test i 
simulated production situation for a single-dose product. Each dot represents the 
true properties (p and 6) of one simulated batch. The 85% isa-coverage curve (the 
fimiting quality of the PTI tests) is shown to guide the eye. See text for details. 
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Figure 23. Comparison of two of the PTI tests described in the Table of Test Plans ~~~~l~d~~g 
the 100k~5% LC requirement on the sample average for each Me-stage separately), 
and the FDA DCU&TCL test in a simulated production situation for a multi-dose 
product. Each dot represents the true properties (y and 01 of one simulated &at&, 
The 85% iswxwerage curve (the limiting quafity of the PTI tests) is shown to guide 
the eye. See text far details. 
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CONCLUSIONS 

A parametric tolerance interval test (PTI test) is proposed as a replacement for the 
delivered dose uniform tests in the FDA draft Guidances. The PTI test is more 
efficient because it makes more complete and porous use of the i~fo~at~on obtained 
Tom a sample. The abiMy to reliably estimate the quality of the batch from which the 
sample originates is improved, which iacreases t e ~~ke~~ood for a correct disposition 
of the batch. 

For s e-dose products, it has been demons~ated that compared tu the F 
the P st provides superior consumer protection against false acGeptan 
that do not tiEill the specified limiting quality requirement, Stated in st 
the PT‘X test provides a higher coverage of the 1~~25*~ LC target interv 
the FDA DCU test (i.e., minims 85% coverage for the PTI test vs 78% coverage for 
the FDA DCU test, at the 95% confidence level). 

For multi-dose products, it has been demons~at hat the PTI test provides ~o~~~rner 
prote6tio~ comparable to that given by the simu eous application of the FDA DCU 
and TCL tests (i.e., minimum 85% coverage of the 100*25% LC target interval, at the 
95% confidence level) 

Single-dose as well as multi-dose products are proposed to be tested using a single PTI 
test. For rn~~t~~dose products, a stratified sampling plan is used, with equal testing of 
beginning, middle and end doses (or if approp~ate, beginning and end doses) of 
different itialers, The proposed stratified sampling plan allows simultaneous control of 
both between-container and thong-container-life un~fo~~~ for multi-dose products. 
Similarly to the FDA TCL test, the mean of each tested life stage is required to be 
within -rt 15% of the label claim. 

The proposed test replaces the zero tolerance Iimit of the FDA draft guidance with a 
parametric limiting quality statement. As a result, the proposed PTI test provides 
protection against deviating doses comparable or superior to that given by the FDA 
draft Guidance tests. 

The PTI test is applicable for normally as well as non-notably d~st~buted data. 

The PTI test provides superior protection, compared to the FDA draft guidance tests, 
against false random rejections of batches of acceptable quali~. 

The proposed PTl[ test provides ~ex~bi~ity to the producer to choose a test plan that is 
most suitable for a patiicular product without compromising the consumer prot~~ti~~. 

The cost incurred to achieve these advantages is an increased average de 
sample size. As a result, the quality of each batch is more thoroughly ~nvest~gated. 

The proposed PTI test provides a powerf$ incentive for producers to improve their 
prodigy quality since sample size requirements are lower for products of higher quaMy. 
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Scientific and Regulatory Affairs at Microdrug Development AB in Lund, Sweden Dr. Flynn 
until recently was the Director of ~~a~ace~tiGa1 Sciences at Aventis and is currently with R. 
W. Johnson Pharmaceutical Research ~sti~te in Spring House, ~e~sylvania. Dr. Sa~dell is a 
P~n~ipal Research Scientist at AstraZeneca in Lund, Sweden, and serve 
statisti~i~ of the DCU Working Group. 

ge the statisticians of the DCU Working Group: Dr. K.&i Grif~ths of Eli Lilly, 
r-ray of Gl~oSmit~line, Mr. Edward Warner of Sch~ri~g-lough, and Dr. 

SufQ Hudson-Cu~is of GlaxoSmith~lin~ and the other core members of the DCU Wurki~g 
Group: Mr. Mark ~ro~ghton of Aventis P~a~a~euticals, Mr. Michael Golden of 
GlaxoSmith~i~e, Dr. Igor Gonda of Aradigm, Dr. Paul Kovach of Eli Lilly, Dr. Stefan 
Leiner of Bee eim, Dr. John Morgan of GlaxoSmit~li~e, Dr. David Radspi~~r 
of Aventis ~ha~a~euti~als, Mr. Keith Truman of GlaxoSmit~li~e, Mr. Steve White of 
Inhale Therapeutic Systems, Dr. Bruce Wyka of Sche~~g-Plu~gh, and Dr. Svetfana 
Lyapustina, IPAC-RS Science Advisor. We also a~~owledge all of the individuals w 
supported the work of the DCU Working Group and all of the companies that submitted DCU 
data. 

This effort has been sponsored by the AC-RS companies: Aradi A~stro~g 
~ha~aee~ti~als, AstraZeneca, Aventis, ~oe~nger ~ge~h~irn~ Eli Lilly, G~axoSrn~t~K~ine~ 
Inhale Therapeutic Systems, Kos Pha~a~euti~als, IVAX, Pfizer, and Schering-Plo~gh. 
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For each of fen containers, determine one dose. The test is passed if 
6 N&IT 1 of the 10 values is outside &20% label claim (LC), 
e None is outside k25% ILC, and 
* The average ofthe IO values is within U5% LC. 

If the test is not passed, twenty additional containers are tested in a Znd tier provided the 1” tier 
average is within 15% LC, N&R’ 3 values are outside 120% IX, and no value is outside ~25% 
Le. The test is passed if 

6 Nl’t4T 3 of the 30 values are outside k20% LC, 
* None is outside ~t25% LC, and 
a The average of the 30 values is within il5% LC. 

For each of three containers, determine one beginning, one middle, and one end dose. The test 
is passed if 

6 NMT 1 of the 9 values is outside &20% LC, 
6 None is outside k25% LC, and 
* The average of each of the beginning, middle and end values are all within 3715% LC. 

If the test is not passed, six ~ditio~al containers are tested in a 2”d tier provided all three 1’” tier 
averages are within 15% LC, NMT 3 values are outside k20% LC, and no value is outside 
&25% LC. The test is passed if 

* NMT 3 of the 27 values are outside &20% LC, 
e None is outside ~~25% LC, and 
= The average of each of the beginning, middle and end values are all w~t~~~ ~15% LG. 

For Nasal Spray and ~alation Solutions, Suspension, and Spray Drug Products, the CMC 
draft Guidance recommends a Spry Content ~~~~~~~~ test that is int~~re~ed to be equivalent 
to the DCU test for MDVDPI drug products. The Spray Confenf ~~~~~i~ ~~~o~g~ 
Cu~~~~~e~ Lrfe test differs from the Dose Content ~~~o~~i~ TFrruugGz Container Life test in 
that one beginning spray and one end spray is sampled from each of 5 co~tain~rs~ otherwise the 
corresponding requirements apply. 
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1.2 Operating Characteristic Curves for the FDA DCU Test 
The FDA DCU test is applied to single-dose products such as capsules and blisters. It is also 
applied to multi-dose products, but then in combination with the FDA XL test. This section 
reviews the operating characte~~t~~s of the FDA DCU test used afone. ~eetio~ I. .3 reviews the 
sim~lt~eous application of both the DCU and the TCL tests. 

The operating characteristic ((XI) curve for the FDA DCU test is given in Figure 24 for a 
normal distr~b~t~o~ with the true mean at the target (100 % LC). OC curves for a true mean 
deviating by 5%, 10% and 15% LC from the target are also shown in Figure 24. For 
dist~but~o~s that deviate tium the target, the OC curves are shifted towards smaller standard 
deviations. 

100 - 
True mean @) 

deviation as indicated 
-- 

--a- FDA DCU no detiation / 

-G-FDA DCU 5% detiation j 

-+F FDA DCU 20% deLtalion , 

0 5 50 15 20 

Standard deviation, 0 (Oh of LC) 

1532 Figure 24. Operating Characteristic curves for the FDA DClJ test based on normal d~str~~~tj~~ 
1533 with batch mean deviation from target and batch standard deviation as indicated. 
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Another way of illustrating the operating characteristics for the FDA Draft ~~~dan~e test is to 
employ a graph of batch sta;ndard deviation versus batch mean. On such a graph, the batch 
quality (as expressed by mean and standard deviation) ~o~es~ond~ng to a 5% acceptance 
~robab~li~ (5% consumer risk) and 95% acceptance probability (5% producer risk) can be 
outhned. Figure 25 @age 50) shows these iso-probability curves for the FDA DCU test. The 
complex curve-form is derived from simultaneously applying the three acceptance rules in the 
FDA DCU test: 

* Sample mean within tOOA 15% LC; 
* 90% of the sample servations inside lOO=t20% LC (inner ~~rn~~s); 
* No observation in a sample is outside XO0~t25% LC (outer limits). 

48 (85) 



1547 
1548 
1549 
1550 
1551 
1552 
1553 
x554 
1555 
1556 
1557 
1558 
1559 
1560 
1561 
1562 
1563 
1564 
1565 
1566 
1567 
1568 
1569 
1570 
1571. 
1572 

Figure 26 to Figure 28 below show the iso-probability curves for each uf these separate 
requirements. The upper curve labeled “‘5% acceptance rate” represents the quality of batches 

at have exactly 5% probab~l~~ to provide a sample that passes the sp~~~~ed requirement of 
the test. The lower curve labeled “95% acceptance rate” represents the quality that has exactly 
95% probability to provide a sample that passes the specified requirement of the test. 

The mean requirement of e FDA DCU test is seen to be responsible for control in the region 
of large deviations from the target (compare Figure 25 and Figure 26). For the inner limit 
re~~~rerne~t (Figure 271, the 5% ~so-probabil~~ curve traces an iso-coverage curve of ~~-5% 
coverage of the interval 8~-~2~O~ LC. This means that with 95% probab~l~~, this component 
oftbe test will reject a batch that has 60.5% of the doses within 8~-~2~O~ of the label claim. 
For the outer limit requirement (Figure 28>, the 5% iso-~roba~j~~~ curve traces an ~so~coverage 
curve of 74% coverage of the interval 75”125% LC. This means that with 95% ~robabjli~, this 
component of the test will reject a batch that has 74% of the doses within 75-125% of the label 
claim. 

Because all three requirements are lied simultaneously, the iso-probabi~~~ curve for t 
complete FDA DCU test (Figure 2 articular iso-coverage curve. 

atch means not too distant from the ta (approxi ely 1~~~~2% IX), the 
curve for 5% acceptance 

rage of the interval 75-125% B 
robability closely traces iso-coverage curve for 
’ LC (compare the 78% &o-coverage curve and the 

5% ~s~-probab~l~~ curve in Figure 25). This means that with 95% ~robab~li~, the FDA DCU 
test will reject a batch that has 78% of the doses within the interval 75 -125% LC. For batch 
means fk-ther away from the target, the test becomes more conservative due to the requirement 
on the mean. 

24 The reason that this coverage (78%) is slightly kigber than that given by the outer requirement alone (74%, see 
ggure 28) is the complex ~~teract~o~ of the requirements with regard to Td tier testing. 

The 5% iso-probabihty curve also traces an &o-coverage curve ~e~rese~t~~g a lower coverage (67%) of a t~gbte~ 
interval (80-I 20% LC) for batch means not too distant from the target (approximately E OtiIZ% LC). Hence, in 
this region of batch means, the two statements “‘78% coverage of 75 125% LC” and “67% coverage of 80- 120%” 
are equivalent. 
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90 100 110 120 130 

Mean, p (%LC) 

Figure 25. km-probability curves for the FDA DCU Figure 26. tso-probability curves for the 
test falf requirementss) requiremernt on the mean, only 
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Figure 27. Iso-probability and iso-coverage curves 
e inner limits, only 
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I. Operating Characteristic Curves fur the Simultaneous 
ication of the FDA DCU and TCL Tests 

Fox multi-dose products, such as pressurized metered dose inhalers, reservoir dry powder 
inhalers and rnnlt~-~av~~ bbster pack inhalers, the draft Guidances prescribe that u~ifo~~~ is 
tested by application of both the DCU and the TCL tests. These tests can be combined in a 
number of different ways. For the present purpose of investigating the operating characte~st~~s 
of a combination of these two tests, the following assumptions were made: 

* Ten beg~~~ng doses are sampled from ten inhalers for the DCU test; 
* Tbe first three inhalers used for the DCU test are also sampled in the middle and end of 

container life for the TCL test; 
* The intra- and inter-inhaler variability are of equal magnitude. 

e CiC curve for the FDA DCU&TCL test is given in Figure 29 for a normal dist~but~on with 
the true mean at the target (100 % LC).. OC curves for a true mean deviating by 5%, 20% and 
15% LC from the target are also shown in Figure 29. 

0 5 IO 25 20 
Standard deviation, G f% of LC) 

-O-FDA DCU&TCL. no deuiation 

-A%- FDA DCU&TCL 10% detiation, 

-e-FDA DCU&TCL 15% detiation 

Figure 29. Qperating Characteristic curves for the simuftaneows a~~Iicat~~~ of the FDA DClJ 
and TCL test, based an normat d~stri~ut~~~ with batch mean deviation from target 
and bat& standard deviatEon as indicated. 

Comparing the QC curves for the FDA DCU&TCL tests (Figure 29) wit the UC cumes for the 
FDA DCU test (Figure 24), it is apparent that the acceptance rate is consistently Lower for the 
~ornb~~ed tests (given any quality). This is due to the fact that in order to be accepted, both 
tests must be passed. For low quality rnu~t~-doss products (high standard deviation and/or large 
mean deviation), this provides added consumer protection compared to single-dose products. 
Fur high quality multi-dose products (low standard deviation and small mean deviation), 
however, this increases s~gn~~~antly the probabihty to fail a batch due to a random observation, 
i.e., the producer risk is increased. 
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As demons~ated in Figure 30, the simultaneous application of the DCU and TCL tests results 
In an acceptance rate of 5% for a coverage of 85% of the 100425% LC interval (for mean 
deviations within f 12% of the target). Compared to the coverage afforded by the FDA DCU 
test alone (78%), this demons~at~s that the quality requirements in the draft Guidances are 
more stringent for mu&i-dose than for single-dose products. 

or multi-dose sp~-ays, simultaneous a~~~~cation of the spyciy Cantent ~~i~~~~~ and the S@+-c~y 
Confent ~~~~~~~ T~r~~~~ confainer Life tests results in a limiting coverage of 84% (using 
similar assumptions as those stated above for DCU&TCL testing). 

The limiting coverage implied by the DCU&TCL tests is slightly affected by the assumptions 
made in calculating the operating chara~te~st~~s. Depending on particular assumptions 
regarding the relation between in&a- and inter-inhaler variability and how the obs~~ations are 
~ornb~n~d for the two tests, the limiting coverage implied by the FDA tests varies between 78% 
and 88%. The assurn~t~o~s listed in the beginning of this section, which result in a coverage of 
85%, are judged to be appropriate and realistic. 

1629 
Mean, p (% LC) 

1630 
1631 

Figure 30. lso~~r~b~b~~~ty curves for the simuttaneaus application of the FDA DCU and TCL 
tests. 
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The above analyses of the FDA DCU test and the FDA DCU&TCL tests were pe~o~~d in 
order to establish a baseline for the development of a new, more efficient test that would 
provide the same or a better level of limiting quality as the FDA draft Guidance tests. 

Given that the FDA DCU test (for a single-dose product) provides a limiting (i.e., at 5% 
acceptance rate) coverage of78% of the 75425% LC interval, and that the FDA DCU&TCL 
tests (for a multi-dose pro-duct) provides a limiting coverage of 85%, it was assumed that a 
replacement test, aiming to be a~p~~~ab~e for both cases, needs to provide a min~rn~rn coverage 
of 85% (there is no reason to aRow a lower limiting coverage for single-dose products than for 
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multi-dose products). The proposed PTI test was designed to have a 5% consumer risk of 
accepting a batch that has an 85% coverage of a 75 125% LC target interval. Thus, the PTI test 
provides higher batch coverage for the same 5% consumer risk for a single-dose product and 
equally high coverage for a multi-dose product. 

Alternatively stated, with the proposed PTI test, a batch with 78% coverage of the 7%125% LC 
target interval has less than 5% acceptance ~rubabili~, and the consumer risk is thus lower for 
a single-dose product with the PTI test than with the FDA DCU test (which would accept such 
a batch with 5% ~robabili~). For a rn~~ti-dose product, the high consumer protection provided 
by the FI3A DCU%TCL tests is matched by the PTI test. 

I.4 Factors Controlling the Outcome of the FDA Tests 
The operating characte~stics 
using the following models. 

of the draft Guidance teStS were simulations, 

For a single-dose product, it was assumed that obse~ations were ~o~ally distributed with the 
meah at target. In each round, ten values were randomly selected from the dist~bution, 
representing one dose from each of ten containers, and the FDA DCU test was applied. ~e~ond 
tier testing and evaluation followed the rules given in the draft Guidance as interpreted above. 
The propo~io~ of non-complying samples and the cause for non-~om~lian~e are given in Table 
2 (the rows labeled YXN’~). 

For a multi-dose product, it was assumed that the observations were normally dist~buted with 
e meah at target, that no through-co~tai~er-life trend existed, and that the overall variation 

emanated from both inter- and intra-inhaler variability (of equal magnitude). In each round, ten 
inhalers were randomly selected from the dist~butio~ of inhalers. From each of these, one 
dose was randomly drawn from the dis~ibutio~ of doses, and the FDA BCU test was applied. 
From three of these inhalers, a further two doses were drawn to represent middle and end 
doses. The nine doses from these three inhalers were subjected to the TCL test. For each test, 
second-tier testing was performed according to the rules for the respective test, evaluation 
followed the rules given in the draft Guidance as interpreted above. The proportion of non- 
com~l~ng samples, and the cause for non~complian~e are given in Table 2 (all rows). 

Note that the models above for single- and multi-dose products yield exactly the same result for 
the DCU part of the testing (which is the complete test for a single-dose product). 

For a batch with the true mean at target, the overall rate of~on-compliance with the F 
test (single-dose product) was found to be 1.8, 13.1, and 37.3% for a true bate 
deviation of 8, 10, and 12 % LC, respectively (Table 2). For the FDA DCU&TCL test (muiti- 
dose product) the corresponding rates of non-compliance were 3.0,20.3, and 5 1.7%. In all 
cases, the absolute majority of failures was caused by obtaining a value outside the outer limits. 
Yet, for these dist~butio~s, the true proportion of values outside 10@25% LC is 0.2, 1.2 and 
3.7%, respectively (i.e., the true coverage is 99.8,98.8 and 96.3X, respectively). Also note that 
the mean requirements of the TCL test lead to a number of rejections, even though the tnre 
mean is on target and no through-container-life trend is present. 
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1689 Table 2. Rate (%) and cause of non-compliance with FDA draft Guidance tests 
1690 assuming nsrmal distribution, true batch mean at 100% LC and true overall 
1691 batch standard deviation fs, % LC) as indicated. For a singfe-dose product, 
1692 only the part labefed fX3.l applies. for a multi-dose product, the complete 
1693 table ap@ies. 

Failed outer knits* t.5 10.1 28.3 
Failed inner and/or outer limit* 1.6 20.6 29.5 
Failed mean* 0.4 2.6 7.6 
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Second tier testing is not p~~itted if the first tier testing results in a value outside the outer 
limit requirements. This fact results ia the low incidence of the 2”d tier testing as demonstrated 
in Table 2. 

The results of these s~rnu~at~o~s demonstrate that it is the zero-tolerance requirement for the 
outer limits that to all practical purposes determines the outcome of the FDA tests. It is adder 
demonstrated that for the same quality (coverage), a multi-dose product fails more frequently 
than a single-dose product. Stated in a different way, this demonstrates that the FDA draft 
Guidance tests require a higher un~fo~~~ for multi-dose products than for single-dose 
products. 

The critical role of the outer limits requirement is further highlighted by the ~rnba~an~e between 
the requirement that no value is allowed outside 100125% LC and the allowance of up to 10% 

e k20%, as shown for a normal distribution in Table 3. The table demonstrates 
that for a d~st~but~ou with a standard deviation of 12.2% LC, where 1 out of $0 (i.e. 10%) 
values are outside the ~Q~~2~% LC interval, 4% of the values are outside the 1 Ool25% LC 
intervaf. This explains why the requirement that no observation be allowed outside the outer 
limits determines the outcome of the test. 
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1717 Table 3, Relation between inner and outer limits (assuming that data are normafly 
1718 distributed with a mean of 700% ILC) 
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Because some fraction (however small) of the doses in a batch is always outside the outer 
limit-s, the probabi~~~ of failing the requirement that none may be observed increases steadily 
with the number of observations. Thus, the more thorough the ~nvestjgat~on, the more certain 
is a failure. This is in contrast to the requirement that no! HOW tk~~ 10% may be outside the 
inner limits; here the more thorough the investigation, the more certain is a correct decision. In 
Table 4, some examples showing the probability to observe a value outside the outer limits are 
given for different true fractions outside the outer limits and different number of obse~atio~s. 

Tabie 4. Risk to fail (%) outer hornets for different number of observations*. 
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Typically, a stab~lj~ investigation of three batches would involve about 300 obse~at~ons (or 
480 obse~atio~s for a multi-dose product). Table 4 shows, for example, fhat for a h~othet~~al 
product with 0. I% values outside the outer limits (which for a normal dist~bution with the 
mean at target corresponds to 1% values outside the inner limits; compare Table 3) there is a 
26% probabiIity to obtain at least one such value if 300 values are observed (38% ~robabi~i~ 
for 480 observations), while if only 10 (16) values are observed e rj& js reduced to 1% (2~o), 
although the quality of the product is the same, 

This const~~tes a strong incentive for the industry to minimize the number of obse~atjons~ i.e. 
the FDA zero tolerance criterior~ rewards small investigations and penalizes thorough ones. In 

ind of investigation where many observations are calfed for (such as development, 
ity, validation), this issue wilt need to be addressed. 
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2 i~t~ib~tiu~ of Data in 0 NDP Data 
The proposed PTI test was developed ass~ing that delivered dose ~nif~~i~ data follow a 
normal dist~bution. It is therefore important to investigate whether the ass~~pt~o~ of a ~~~a1 
dis~b~tion is valid. 

This appendix uses the ITFC/IPAC-RS CU database to illustrate the actual d~st~b~t~~~ of 
delivered dose data, and compare this to the normal distribution. 

KFG/IPAC-RS IXU database ~~~tai~s data for 80 products and a total ~f46~~16 
vidual det~~i~ations. In Figure 3 1, a bisto~am showing the overall distribution of these 

data is ~res~~t~d. In the same figure, the density tiction for the stand~dized normal 
d~st~b~t~on is s~p~~rnpos~d for crrmparison. Note that in order to be able to pooX all data fret 
different products and present an overall summary, the data needed to be st~dardized. 
Consider for example a si~ati~n where data is available for two batches, both fo~~~w~~~ a 
normal dist~bution but with different means (say, 90 and 110% LC). If these data are 
combined and displayed in one histogram, a distribution indicating n~n-n~~ali~ (a bi-modal 
one) would be obtained. A similar artifact could be obtained due to differences in va~ability. 
TO address these concerns, the following approach was used to ~~nst~ct Figure 3 1. 
product, the overall mean (m) and standard deviation (s) were cafcufated, after whie 
individual result was standardized [(dose-m)/s] to the mean and standard deviation for the 
corresponding product. With this approach, all products are standardized to a mean of zero and 
a standard deviation of unity, allowing the data to be pooled in order to illustrate the general 
strupe of the distribution. 

25 
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1774 Figure 31. 
1775 

Histogram over standardized delivered dose data for all products ~~~6,6~6~~ 
compared to the standardized normal distribution. 

1776 
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re 3 I shows that the overall distri etrical and that the fit to the 
standardized normal dis~ibutio~ is superb. Note specifkally that the excellent fit extends far 
out into the tails of the d~s~b~t~on. 

In addition to the overall i~~us~ation for all products in the database, the no~a~~~ of the 
dist~but~on of several individual products was investigated. These were selected to intrude a 
product from each of the main product types to assess potential differences between product 

s. Standardized histograms for one CFC MIX, one WA MDI, one pre-metered DPI, one 
ce-metered DPI, and one non-pressurized nasal spray are presented and compared to the 

st~dardized normal d~s~b~t~on in Figure 32 those Figure 36 below. For each e, the 
product with the largest number of available observations was selected. 

-5 -4 -3 -2 -1 0 1 2 3 4 5 

Standardized Dose 

1790 

1791 Figure 32. 
1792 

Histogram over standardized delivered dose data for a CFC MDl fn=l,310), compared 
to the standardized normal distribution. 
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ata for the selected CFC MD1 product (1,3 10 d~te~~natio~s from 9 batehes~ is shown in 
Figure 32. The ~ght~hand side appears to foXlow the theoretical normal dist~bution to a high 
degree of accuracy, while some irregmarities can be seen in the left part. 

57 (85) 



0 P ul
 

P 



-5 -4 -3 -2 -1 0 1 2 3 4 5 

Stmdardized Dose 

1815 

1816 Figure 35. Histogram over standardfzed delivered dose data for a device-metered WI fn=3,658), 
X817 compared to the standardized normal distribution. 

1818 
1819 Figure 35, data for a device-metered DPI[ is presented (3,658 dete~~nat~o~s from Z 8 
I.820 batches). This prodwt displays an excellent fit to the normal distribution. 
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1824 Figure 36. Histogram aver standardize 
1825 

delivered dose data for a non-pressurized nasal spray 
(n=l,200), compared to the standardized normal distribution. 

1826 
1827 Figure 36, data for a ~o~-~ress~~zed nasal spray is presented (1,200 det 
1828 batches). This product also displays an excellent fit to the normal dist~b~tio~. 
1829 
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For completeness, it was investigated whether the data could be fitted to a log-normal 
d~stribution~6. To study this alternative, all ~d~v~dua~ dete~~nat~o~s were dog-~ansfo~ed and 
a plot co~es~o~d~ng to Figure 3 f was constructed. This is shown in Figure 37 below. 
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Standardized log(Dose) 

1835 

1836 
1837 

Figure 37, Histogram Over standardized log-transformed delivered dose data (w46,816), 
compared ta the standardized normal distrfbution. 
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37 shows that the log-normal assumption also provi a good fit to the data, although 
distribution is slightly skewed to the right. ~orn~a~g the results of Figure 

7, it is concluded that the normal. dist~but~on provides a rnarg~~al~y better fit to 
ition, as shown in Appendix 3, Section 3.2, the outcome of the PTI test is 

virtuaEly the same for a ~og-~o~a~ and a normal djst~but~o~ having the same coverage. 

In Sudan, based on the dehvered dose data collected by ITF~~A~-~~~ it has been 
demonstrated that the data are well approximated by a normal d~st~b~tion, both overall and for 

is does not exclude the possibility that products exist 
for which the nomral assumption is not the best choice. However, results in Appendix 3 show 
that the proposed test PTI is appropriate also in such instances, because the consumer 
protection is not compromised. 

26 X is kg-norm4 distributed if Y=log(X) is nomad distributed. 
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f PTI Test for Non-nor 

The proposed Parametric Tolerance Interval (PTI) test has been developed based on 
assumption that dose delivery data follow a normal dis~butio~. Although the extensive 
collected database indicates that data for OINDP products typically are no~ally dist~but~d 
(see Appendix 21, it cannot be ruled out that products exist for which this assu~~~~o~ is not 
fulfilled. 

For this reason, it is impo~ant to investigate the perforrnanee of the PTI test for di~ere~t 
potential deviations from Somalia, to ensure that the improved control provided by the 
proposed test is not degraded in si~ations where eon-uo~al data are evaluated. 

ee main es of deviations from normality have been studied to illustrate different 
situations of potential interest: 

1. multi-modal dist~butions. 
2. Skewed distributions. 
3. Heavy-tailed distributions. 

The properties of the PTI test are studied below for each of these three potential si~ations. T 
general capability of the PTI test is demonstrated by presenting OC curves for the smallest 
(n=XO/30) and largest (n==24/72) of the test plans given in the Talrle of Test Plapzs (page 7). 
Because the PTI test behaves similarly for single- and multi-dose products, the investigation 
focused on the tests for single-dose products without loss of generality. 

3.1 ~l~iRrn~~al Distributions 
dist~bution is a potential deviation from no~ali~ which can arise for different 

reasons (a bimodal distribution could occur, for example, when a fill weight adjustment is 
made during batch manufa~~re~. It is impo~ant to ensure that the PTI test does not reward 
such undesirable characteristics; that is, for a fixed coverage the acceptance probabili~ should 
not increase if data follow a multi-modal distribution. 

As an example of a rn~~ti-modal distribution, bimodali~ was stu ied because this re 
the worst case (with increasing number of modes, a multi-model dis~ibutio~ tends to become 
less non-normal). 

Figure 38, the density of a normal dis~bution is compared to t e densities ofdiffere~t 
bimodal distributions~ All dist~butions in the figure have an overall mean at target (IOO~ LC) 
and the same coverage of the target interval. The distance between the modes of the 
distribution ranges from -F-6% (94 and 106% LC modes, representing a very slight non- 
normality that is barely distin~ishable from a perfectly normal distributions to +15% (85 and 
115% LC modest, where separation of tbe modes is almost complete. 
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The bimodal dist~butions have been constructed by eqnally mixing two off-target normal 
d~st~butions having e same standard deviation. The coverage of the target ~nte~al(75-125% 
LC) was varied between 80% and 99.999% by adjusting the standard deviation. 

1901 

1902 Figure 38. Density for normal distribution (d=O) compared to bi-modaf densities with modes at 
1903 lOOfd% LC, d = 6,!3,12, and 45. 
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Figure 39, OC curves for the PTI tests are presented for each of the five distri ns. Note 
at it is the coverage that is displayed on the horizontal axis rather than the sta deviation, 

unhke in figures for OC curves in Part 2 of this report. This is necessary since when 
comparing different rgypes of dist~butions, there is no one-to-one ~o~esponden~e between 
coverage and standard deviation. For example, both the normal and the most extreme bi-modal 
dist~but~o~ in Figure 38 have the mean at target and the same coverage, but the overall 
standard deviation is 15.2% and 16.9%, respectively. For this reason, an OC curve with 
coverage rather than standard deviation on the horizontal axis has been used to compare the 
d~st~butions. 

Figure 39 shows that regardless of the degree of bimodality, the acceptance probab~~~~ for any 
of the PTI tests is always lower for a bimodal distributjo~ than for the nnimoda~ normal 
dist~b~tio~. Thus, there is no situation in which the presence of bimoda~ity compromises 
consumer protection. 

Further, Figure 39 shows that the PTX tests control distributions with modes separated by less 
than approximately 3-6% to about the same degree as notably distributed data, while for larger 
separations, the acceptance probabi~i~ is si~i~~ant~y reduced. This provides a strong 
infective for manufacturers to avoid this kind of deficiency. Note that for products for which 
data foETows a distribution with 100+15% modes, there is visually zero probabi~j~ of 
acceptance. 
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1929 Figure 39. UC E;urve for normaf ~istrjb~t~~~ fd=O) compared to those for &M-todai distributions 
1930 with modes at 4 O&kd% LC, d = 6,9,12, 15 foveraff mean at target). PTI tests using 
1931 n=2 05311 (left panel) end n=24!72 fright panel). 
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3.2 Skewed Distributions 
A. d~st~b~t~o~ of doses may potentially be as~et~~a~. For example, if a multi-dose product 
wi a trout-container-life trend shows different variability for beginning and end doses, a 
skewed distribution may arise. 

As an example of a s ewed dis~butio~, a shifted gamma distribution w 
parameters selected to represent increasing degrees of deviation from n 
variable X is gamma d~st~b~ted with parameters M and J. [denoted as XG~B, /2)] if it has the 
following density function: 

1942 

1943 
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1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 

Here, r(n) denotes the gamma Knutson (see the Glossary for definition). The mean of Xis 
8 = B/A. For small values of 8, the dist~b~t~o~ is skewed, while for larger @values, it is fairly 
s~rne~~ (in fact, Xtends to a normal dist~bution when 6 approaches ~n~n~~). To 
investigate a d~st~bution that has the mean at target (100% LC) and which is skewed, a 
‘“shifted” gala d~st~butio~ Y = ~~~U-~ + Q%!! ;2) is s died, The mean of Y is always at 
100, and increased skewness is obtained by decreasing 8. The desired coverage can be 
obtained by adjusting iz. 

Figure 40, the density functions for three different gamma distribntjo~s (B= 25, 30, SO) are 
compared to that of a normaf distribution (all with the true mean at target and with the same 
coverage). 
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Figure 40. Density for normal distrilbution compared to gamma densities with increasing degree 
of skewness fe = 25,30, SO), 

The most extreme ofthe gamma d~st~but~ons fB= 25) presented above is a very skewed 
d~st~butio~ with a sharper mode than the normal distribution. The i~te~ed~ate case (@= JO) 
also shows a marked difference compared to the normal case. V&en 8- SO, only marginal 
d~~~ere~ces from the normal distribution can be seen. 

In Figure 41, OC curves for the PTI tests are presented for each of the four d~st~but~~~s. T 
coverage was varied baleen 80% and 99.5% by adjusting .A 

100 95 90 85 80 100 95 90 85 80 

Coverage, %  Coverage, %  

Figure 41, OC curve for normal distr~~utjo~ compared to those for gamma distributions with 
increasing degree of skewness, 8= Xl,30 and 25 (mean at target). PTI tests using 
n=10130 (left pan&) and n=24JT2 (right panel). 
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For the largest test in Figure 41 (right panel), the acceptance probabilities are co~sjstent~y 
died gala d~st~b~tjons compared to the normal dis~b~~~o~. For the small 

test (left panel), the acceptance rates for the gamma d~st~butions are essentially the same as for 
the normal d~st~but~o~ for high coverages (above about %%I), ahd are reduced compared to the 
normal d~s~~b~tio~ for lower coverages. 

An interesting special ease of a skewed dist~but~on is the log-nodal d~st~b~t~o~ (X is log- 
normal d~s~buted if fog(X) is normal dis~ibuted~. The special interest in this dist~b~t~on 
arises from the fact that delivered dose data sometimes is assumed to be ~og-~o~a~. 

In 
di 

ions for a log-nodal d~s~bution is ~ornp~ed to that of a normal 
e mean at target and with the same coverage). 

sity for fog-normal d~strj~~t~on compared to normaf distri~utjo~. 

The lug-no al distribution represents a minor skewness to the left, with marginal differences 
from the normal distribution. 

Figure 43, QC curves for the two PTI tests are presented for each of the two d~s~rib~~ions. 
The coverage was varied between 80% and 99.5% by adjusting the standard deviation, 
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Figure 43. OC wrve for normaf dfstrf~~tfon compared to fog-normaf dfstrjh~tf~~ (mean at 
target). PTf tests using rwlQ130 (fsft panel) and n=24/72 (right panel), 

For the larger test in Figure 43 (right panel), the acceptance probab~~jties are consistently 
slightly lower for the dog-nodal dist~bution. For the smaller test (left panel), the acceptance 
probabilities are virtually identical for the two distribution es. These results indicate that the 
choice between modering data by either of these distribution types has little practical relevance. 

Heavytailed Distribu 
For a hea~~ta~~ed dis~~but~o~, both sma ge deviations from the mean are more 
logon than for a normal distribution, whereas medium deviations are less ~ornrn~~. A 

-tailed d~st~but~on may arise, for example, if a drug fo~ulation is i~homogeneous in 
way that the drug substance mi re contains rare agglomerates of the active drug in 

addition to the intended fo~u~ation. such a case, the error would be non-negative and a 
smaE1 error would be likely more Common than a large one. This may be modeled by 
djs~rb~ng a propo~~on of the values of a normal distribution by the addition of an 
exponentially distributed error. 

The perfo~a~~e of the PTX tests in the presence of exponential d~s~rban~es is compare 
that of the FDA tests in Part 2 of the report (Section 6.3), In appendix, for camp 
non-normality caused by exponen’tial disturbances is investig using the same app 
used for the other es of non-normality (i.e., comparing the acceptance rate for a normal and 
non-normal distrjbut~ons having equal coverage). 

In Figure 44, the density of an undis~rbed normal d~st~bution is compared to the densities of 
normal d~st~butions disturbed to an increasing degree. AII. d~st~b~t~~~s in the figure have an 
overall mean at target and the same coverage. 

sturbed d~st~butions have been ~onst~~t~d by adding an exponential error to the basic 
I d~str~but~~~: [(I -p)N( 1 OO-hp, CT) + p(N( 1 00-&p, cr)+Exp(h))jj, where p is the (srna~~~ 

sturbed values and CT is adjusted to obtain the desired coverage. 
d~s~~bution with mean in- and standard deviation CT, and Exp(h) 
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2033 
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2037 

dist~bution with parameter h. (Note that the mean of the basic normal dist~b~tio~ is adjusted 
to retain the overall mean of the disturbed dis~ibution at target). The parameter h, which for 
an exponential dist~butio~ equals both the mean and the standard deviations has been set to 
35% IX, The resulting dist~butio~s are asymmetrical and have heavier ~ght-hand tails and 
sharper peaks (shifted to the left) than a pure normal dis~butio~. 

2038 

2039 F@we 44, An undisturbed normal distribution compared to normal distributions affected by an 
2040 increasing proportion fp=5, 10, 2 5%) of exponential disturbances ~d~st~rba~ce tevel, 
2041 h=35% LC). 

In Figure 45, OC curves for the PTI tests are presented for the normal dist~bution and for the 
three distributions affected by increasing propo~ions of exponentially disturbed values. 

The right~hand panel of Figure 45 shows that the acceptance probabili~ for the larger PTI test 
decreases si~i~~antly for high quality products (high cover-ages) when the normal distribution 
is dis~rbed by an exponential dist~bution. For the smaller test (left panel), the effect is less 
pronounced. For low reality products (low coverages), the acceptance probabili~ for bo 
tests is approximately the same as for an ~dis~rbed normal distribution with the same 
coverage. In pa~ic~lar, for the limiting coverage of 85%, the acceptance probability is 
essentially constant at 5%. This indicates that when the PTI test is challenged by a heavy- 
tailed dist~bution, the consumer protection is not degraded. 

The PTI test with the larger sample size clearly is more sensitive t sturbed dist~b~tio~s than 
the test with the smaller sample size. This should be expected, as detection of a small 
propo~ion of odd events is generally dif~cult with a small sample size. 
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2~6~ Figure 45. OC curve for the normal d~strib~t~o~ (p=O) compared to those for normal 
2061 distributions disturbed by an inweasing proportion of ex~u~~~t~aliy (k=35% LC) 
2062 disturbed values (p = 5, MI, 15%). PTI tests wing n=l0130 (left panef) and n==24!7’2 
2063 (right panel). (The reasu~t for the missing teFt part of the OC cwves is that the 
2064 coverage cannot became higher for these exponentially disturbed normal 
2065 distributions due to the presence of the heavy tail). 
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3” 
Based on the analysis presented above, it can be concluded that in sedations with 

* rn~~t~~rnoda~ distributions, 
0 skewed d~st~b~t~o~s, and 
* heavy-tailed distributions, 

the proposed PTI test provides similar or better control compared to situations with normally 
distributed data having the same coverage. Thus, the risk for a low quality batch to be accepted 
is smaIXer or equally low when data deviate from the novae dist~but~o~. The monster is thus 
well protected in these situations. 

gusher, it has been shown that for a high quaiity batch (i.e., a batch wi high coverage of the 
target interval), the acceptance p~~~abi~i~ may be significantly reduced when data is non- 
notably d~st~buted. This provides producers with an incentive to avoid such sj~atio~s. 
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Simulation and Development of PTI 
Coefficients 

4. Algorithm 
This appendix details the algo~t~ used for dete~ination of kl, kz, and f for the proposed WI 
test. Before the algorithm can be used, the sample sizes for tier 1 and tier 2 must be s~e~~~ed. 
The minimum acceptable coverage XeveI is set to 85% of the target interval 1~~25~ LC. 

The coef~~ients ki, kz and fare determined for a selected sample size (e.g. n=KKW) so that the 
probabi~~~ of passing the test at the minimum acceptable fevel of coverage is 2.5% (for a mean 

e first tier and 5% for both tiers. The algorithm is accomplished in two 
iterations. First, initial estimates of kr and kz are determined using simulations (see section 4.3 
below) ass~~ng that the mean is 20% off target. This point was chosen so that the maximum 
sample standard deviation (MSSD) c~te~o~ would have no effect on the calculation of kr and 
k2 (because the value off is unknown at this stage). Using these ~re~~rnin~ estimates of kr 
and kz, f is estimated by simulations, ass~ing an on-target mean. (Recall that ~SSD~25~). 
Once f has been determined, final values for kr and kz are calculated ass~ing an on-target 
mean and the determined f value. This procedure results in coefficients that provide the overall 
desired properties, i.e., that iso-probabili~ curves closely follow the corresponding iso- 
coverage curves, that the overall acceptance probability for the minimum acceptable coverage 
is 576, and that the I”’ tier acceptance probabili~ is 2.5% when the mean is on target. 

ee steps required to complete the algo~t~. For the given coverage ~~5~), nr 
and n2, and assuming a normal dist~butio~: 

Assuming a mean (p) of 80% IabeI claim and standard deviation ((T) ~o~espo~d~ng to 
the given coverage, determine kj such that Pr([ 10%mJ + kls i 25)~2S%, where m and s 
denotes the mean and standard deviation for an independent sample of nr obse~ations 
from the normal distribution N(p, cr). Given kr , etermine k2 such that the overall pass 
rate for the test is 5% in this point. 

Assuming an on-target mean (u= I. ~~~ label claim) and standard deviation (ci) 
co~es~oud~~g to the given coverage and using kr and kz ~a~c~~ated in step f , determine 
f so that the overall pass rate of the test is 5%. 

Assuming an on-target mean ~~~~Q~~ label claim) and standard deviation (a) 
~o~espo~d~~g to the given coverage aud using f from step 2, dete~~ne kr such that 
~~~~~~~rnl~k~s~25 and sl2Sf&l)= 2.5%. Again, m and s denote the mean and standard 
deviation for an independent sample of nr obs~~ations from the normal distr~b~tjon 
N(p, G). Using this estimate of kr, determine k2 to obtain an overall pass rate of596 in 
this point. 
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4.2 Example (n=l U/30) 
As an example, assume that n 
85%. 

, and that the rni~rn~ acceptable coverage level is 

f 1) ff the true mean is at 80% of label claim, the standard devjat~o~ (cf) co~espondi~g to ~5% 
coverage can be calculated using e equation Pr(75zzZx<125)==85%, where x is normally 
dist~buted with a mean of 80 and standard deviation cf. Under these conditions, c~4.82. 

Civen a mean at 80% label claim and o-4.82, kr and en kz can be dete~i~ed using 
simulations. For this example, krz2.25 and kz=1.56. 

(2) If the true mean is at 100% label claim and a coverage of 85% is assumed, the 
~o~esponding standard deviation is 17.4% LC. Given -17.4, kr=2.25, and kz-I .56 and 
assuming that the overall pass rate of the test at this point shaped be 5% f=0.839. This 
value is determined by simulation. 

(3) If the true mean is at 100% label claim, 0=17.4, and f=O.839, kr an k2 can be dgte~~ngd 
using simulation. For this example, kr==2.09 and kz=l S9. 

4% Basis for Sirn~la~i~~ 
Simulation tee ques have been used to dete~ine the values of kr , kz, and 
not possible to termiae afl these values analytically for a rnu~t~-tiered test. 

es have also been used for determining OC curves and iso-probabi~i~ curves 

To illustrate the tec~i~ue, consider the example of dete~inj~g kl in step (I) of the exarnp~~ 
above. Given a mean of n=$Q and a standard deviation of cr4.82 and assuming that the data 
are normally distributed, it is desired to determine kr so that Pr~~l~~-rnl+ kls I 25)=2.5%. One 
way to do this is to generate n~=lO values from a normal d~st~bution with the given mean and 
standard deviation and determine whether or not the criterion JlOO-ml+ Is 5 25 is passed for a 
given ki value. This can then be repeated for ~~~,~O~ samples drawn from t 
distribution. The propo~io~ of samples (out of the ~~~,~~~ samples) that pass this ~~ter~o~ is a 
good estimate of Pr(i 100-m\ + kls < 25). By repeating this for different values of kl, one can 
iterate to the kr value which gives Pr(llOO-m/ + kis 5 25)=2.5%. 

For the example above, values of kl=l, 1.25, 1.5, I .75,2,2.25,2.5,2.75,3 were initially used 
to dete~~ne the value of kr giving a result closest to the desired pass rate of 2.5%. It was 
dete~~~ed that the desired value of kl was between 2.25 and 2.50. Next, values of klz2.25, 
2.26, 2.27, {. . .I ,2.50 were used and the pass rate was determined. lt was found that krz2.25 
gave a pass rate closest to the desired level of 2.5%. 

Values of k2 and f were dete~ined in a similar fashion. The criterion being eva~u~tgd for kz is 
Pr(Pass overall test without MSSD criterion) for step (1) and Pr(Pass overall test with MSSD 
criterion) for step (3). For determining fin step (2), the pass rate is evaluated for Pr(Pass 
overall test with MSSD criterion). 
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44 SAS@ Code 
uded below is a SAS@ code which can be used to dctc~~~e kl, kz, and f fox a two~tic~~d 
test and a given sample size. This code has been validated by c~~~a~so~ with two other 

ndently developed programs, which gave identical results. Fox a computer with 128 M 
the simulations will take about 1%. hour. With a memory of256 MB IX.Ahf, about $5 

dm #output; clear; log; clear;'; 
*+*t*************t***~~~*~***********~*~**~******~***~*~~***~*~******** 
* 
"IPAC-RS-PTI-COEFFICIENTS ver 1.0 (DATE 2/200X) 
* 
*SAS(R) code to compute kl, k2 and f for two-tiered IPAC-RS proposed 
"PTI test, providing 0.05 acceptance probability for 85% coverage of 
*the 75-125% LC interval for normal distributed data {coverage determined 
*by the set values for sd80 and sd100. 
* 
*User input: 
*change nl=10 to desired nl (1st tier sample size) 
*change n2-30 to desired n2 (1st and 2nd tier total sample size) (n2>nl) 
*change alphal=0.025 to desired alphal (probability for 1st tier 
*acceptance) alphalc0.05 
*change maxiter=100000 to desired maxiter (number of iterations) 
* (note: a lower value for maxiter results in lower precision) 
**********************************~*********************************~* ; 

options pageno=l linesize= pagesize= mprint; 

*User input: 
%let rll=lO; * Sample size in first tier; 
%let n2=30; * Sample size in both tiers combined; 
%let alphal=O.025; * Chance to pass at tier 1; 
%let maxiter=100000; * Number of iterations 

*Constants 
%let sd80=4.82; 
%let meanS0=80; 
%let sd100=17.4; 
%let meanlOO=lOO; 

%macro kl; * Macro for finding kl; 

%macro searchl(srchval); 

*** First time through, get ball-park value for kl. Second time, refine the 
search; 
data test; 

retain seed 1234396; 
alpha=&alphal; 
sd8O=&sd80; 
mean80=&mean80; 

array x (*> xl-x&nl; 

do tryk=&srchval; 
do iter= 1 to &maxiter; 



sum=o; 
sumsq=O; 
do j=1 to &nl; 

x(j)=mean80 + sd80*rannorIseedI; 
sum=sum+x(j); 
s~rnsq~surnsq*x~j~*x~j~~ 

end; 
sam~mean~s~m/~n~; 
saMpstd=sqrt~~sumsq-~~*sampmean~/~~n~-~~~; 
accvalue=abs!lOO-sampmean) e tryk*sampstd; 

if accvalue le 25 then pass=l; 
else pass=O; 

keep sampmean sampstd accvalue tryk iter pass alpha; 
output; 

end; . 
end; 

run; 

***proc print; 
*** title 'test'; 
***run; 

proc summary data-test mean n; 
var pass; 
by alpha tryk; 
output out=summary mean=pass; 

run; 

proc print; 
title "Summary in search 1'; 

run ; 

*** Now find the one closest to alpha; 
data summary; 

set summary; 
absdiff=abs(pass-alpha); 

run; 

*** Find 2 values closest to alpha; 
proc sort; 

by absdiff; 
run ; 

data findit; 
set summary(obs=l); 

rui? ; 

proc print data=findit; 
title 'findit in search 1'; 

run ; 

%mend; *searchl; 

%let first=%str(l,l.25,1.5,1.75,2,2.25,2.5,2,75,3); 

%searchl(&first); 

data findit; 
set findit; 

72 (85) 



if pass<&alphal then call symputtggobackF,*lg); 
else call symputi'goback~,'O'~; 

call symput~'newsrch",putttryk,4.2 1); 
run ; 

%if &goback=l %then %do; 
%searchlj&newsrch-0.25 to &newsrch by 0.01.); 

%end; 
%else %do; 

%searchlC&newsrch to &newsrch+0.25 by 0.01); 
%end; 

data kl; 
set findit(keep=tryk rename=(tryk=kl)); 

run ; 

proc print data=kl; 
title 'kl'; 

run; 

%mend; *kl; 

***~**********************~**********~*******~******** 
*********~***********~***********************~*****~** 
**** ***** 
**** Now that know what kl is, try computing k2 ***** 
Jr*** **Jr** 
********+,t*****t******~~**~~~****~**~***~*****~~***** 
r,t*********************i****~******~********************~ 

%macro k2; * Macro for finding k2; 

*** Make a macro variable for kl found in earlier search; 
data kZ; 

set kl; 
caI.3. symput("kl',put(kl,4.2j); 

run; 

%macro search2(srchvalI; 
*** First time through, get ball-park value for k2; 

data test; 
retain seed 1234396; 
alpha=O.O5; 
sd80=&sd80; 
mean80=&mean80; 

array x (*) xl-x&n2; 

do tryk=&srchval; 
do itex= 1 to Smaxiter; 

sum=O; 
sumsq=O; 

suml=O; 
sumsql=O; 



do j=l to &n2; 
x(jj=mean80 + sd80*rannor(seedI; 
sum=sum+x( j) ; 
sumsq=sumsqix{j]*x{j); 

if -j Le &nl then do; 
sum3.=sumI.+x(j); 
sumsql=sumsql+xfj)*x(j); 

end; 
end; 
sampmean=sum/&n2; 
sampstd=sqrt(~sumsq-&~2*sampmean*sam~mean~/{~nZ-~~~; 
accva12=abs(100-sampmean) + tryk*sampstd; 

sampmnl=suml/&.nl; 
sampstdl=sqrt~~sumsql-~n~*sampmnl+sampmnl~/~~~~-~~~~ 
accvall=abs(100-sampmnl) + &kl*sampstdl; 

if taccvall ie 25) or (accval2 le 25) then pass=l; 
else pass=O; 

keep sampmean sampstd sampmnl sampstdl accvall. accval2 tryk iter 
pass pass alpha; 

output; 
end; 

end; 
run; 

***proc print; 
*** title "test"; 
***run; 

proc summary data=test mean n; 
var pass; 
by alpha tryk; 
output out=summary mean=pass; 

run; 

proc print; 
title 'Summary in search 2"; 

run ; 

*** Now find the one closest to alpha; 
data summary; 

set summary; 
absdiff=abs(pass-alpha); 

run ; 

*** Find 2 values closest to alpha; 
proc sort; 

by absdiff; 
run ; 

data findit; 
set summarylobs=l); 

run; 

proc print; 
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title "findit in search 2'; 
run; 

%mend; *search2; 

tlet firstz%str(l,l.25,1.5,1.75,2,2.25,2,5); 

%search% (&first) ; 

data findit; 
set findit; 
if passcalpha then call symput(@goback', '1"); 

else call symput('goback' i( "0"); 

%if &goback=l %then %do; 
%search2(&newsrch-Q-25 to Gnewsrch by 0.01); 

Send; 
%else %do; 

%search2t&newsrch to &newsrch+O.25 by 0.01); 
%end; 

%mend; *k2; 

%k2; 

data ks; 
merge findit(keep=tryk rename=(tryk=k2)f 

kL; 
run: 

proc print data=ks; 
title 'ks'; 

run; 

*****************************~****~***~***~*********** 

***~*************X***~****~**~************~*******~*** 

**** ***** 

**** Now that know kl & k2, try computing MSSD ****ii 
**** Llse data that are distributed N(ZLOO,STDI.OO) ***** 
**** ***** 
***********************XI*tt+********~********************~* 
********~*****t**+**************~**~******~***********; 

%macro MSSD; * Macro far finding MSSD; 

*** Make a macro variable for kl. and k2 found in earlier search; 
data ks; 

set ks; 
call symput('kl",put(kl,4.2)); 
call symput('k28,put(k2,4.2)); 

run; 

%macro search3(srchval); 
*** First time through, get ball-park value for MSSD; 
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data test; 
retain seed 1234396; 
alpha=0.05; 
sd100=&sdlOO; 
mean100=&mean100; 

array x {*) x1-x&112; 

do trymssd=&srchval; 
do iter= 1 to &maxiter; 

sum=O; 

suml=O; 
SUR-ZSql=O; 

do j=l to &n2; 
x{j)=meanlOO + sdZOO*rannor(seedI; 
sum=sum+x{j}; 
sumsq=sumsq+x(j)*x(j); 

if j le &nl d~en do; 
suml=suml+x(j}; 
sumsql=sumsql+x{j)*x(j); 

end; 
end; 
sampmean=sum/&n2; 
sampstd=sqrt~~sumsq-&n2xsampmean*sampmean*sam~mean~/~~n2-~~~; 
accva12=abstlOO-sampmean) -+ &k2*sampstd; 

sampmnl=suml/&nl; 
sampstdl=sqrtt~sumsql-&nl+sampmnl"samp~l*samp~~)/~&~l-~)~; 
accvaLI==absjJ.OO-sampmnl) + &kl*sampstdl; 

if 
passtl=l; 

if 
pass=l; 

(accvall. le 25) and (sampstdl 3e (25/&kl*trymssd)) then 

else passtl=O; 

passtl or (accval2 le 25 and (sampstd le (25/&k2*trymssd))) then 

else pass=O; 

keep sampmean sampstd sampmnl sampstdl accvail accval2 trymssd iter 
pass passtl alpha; 

output ; 
end; 

end; 
run ; 

***proc print; 
**Jr title 'test'; 
***run; 

proc summary data=test mean n; 
var pass passtl; 
by alpha trymssd; 
output out=summary mean=pass passtl; 



run ; 

proc print ; 
title 'Summary in Search 3'; 

run ; 

**f Now find the one closest to alpha; 
data summary; 

set summary; 
absdiff=abs(pass-alpha); 

run ; 

proc sort ; 
by absdiff; 

run ; 

data findit; 
set summary(obs=lI; 

run ; 

proc print; 
title 'findit'; 

run; 

%mend; *search3; 

%search3(&firstI; 

data findit; 
set findit; 
if passcalpha then call symputl'goback', 'OII; 

else call symput('goback","l'I; 

call symput(Snewsrch*,put(trymssd,4S31); 
run ; 

%if &goback=l %then %do; 
%search3(&newsrch-0.025 to Lnewsrch by 0.001); 

%end; 
%else %do; 

%search31&newsrch to &newsrch+O.O25 by 0.001); 
%end; 

%mend; *mssd; 

%mssd; 

data mssd; 
set findit(keep=trymssd passtl rename=(trymssd=mssdI); 

run; 

data allparms; 
merge mssd ks; 

run; 

proc print; 



title @Estimates of kl, k2 and MSSD before redo kl and k2"; 
title2 "ni=&nl, n2=&n2, Alphal=&afphal, SD80=&sdSO, SD10O=&sd100"; 
var kl k2 mssd passtl; 
format passtl 5.3; 

run; 

***************+t***********~*****************~**~**~* 
**** ***** 
**** Redo estimate of kl, given MSSD +t*** 
**** ***** 

*******f***tt****************~***~*********~*******~*~ ; 

*** Make a macro variable for mssd found in earlier search; 
data allparms; 

t allparms; 
::I1 symputf'mssd',put(mssd,5.3)); 

run; 

%macro kla; * Macro for finding kl on 2nd time through; 

%macro searchla(srchval1; 

*** First time through, get ball-park value for kl. Second time, refine the 
search; 
data test; 

retain seed 1234396; 
alpha=&alphal; 
sdX.OO=&sdlOO; 
mean100=&rnean100; 

array x {*} xl-x&nl; 

do tryk=&srchval; 
do iter= I to Lmaxiter; 

sum=O; 
sumsq=o; 
do j=1 to gcnl; 

x{j)=meanlOO + sdlOO*rannorfseed); 
sum=sum+x{j}; 
sumsq=sumsqix{j)*x{j); 

end; 
sampmean=sum/&nl; 
sampstd=sqrt~(sumsq-&nl*sam~mea~*sampmean~/(&nl-~~~; 
accvalue=abs(XOO-sampmean) + tryk*sampstd; 

if (accvalue le 25) and (sampstd le (25/tryk*&mssd~~ then pass=l; 
else pass=O; 

keep sampmean sampstd accvalue tryk iter pass alpha; 
output; 

end; 
end; 

run ; 

***proc print; 
*** title "test'; 



***XXlTT; 

proc summary data:=test mean n; 
var pass; 
by alpha tryk; 
output out=summary meanqass; 

run ; 

proc print ; 
title 'Summary in redo of search 1"; 

run ; 

*** Now find the one closest to alpha; 
data summary; 

set summary; 
absdiffsabsfpass-alpha); 

run ; 

*** Find 2 values closest to alpha; 
proc sort; 

by absdiff; 
run; 

data findit; 
set summary(obs=lI; 

run; 

proc print data=findit; 
title 'findit in search 1'; 

run ; 

%mend; *searchla; 

%searchla(&first); 

data findit; 
set findit; 
if passc&alphal then call symputt8goback1,'l'); 

else ca13: symput('goback',"O'); 

call symput('newsrch",put(tryk,4.2) 1; 
run; 

%if &goback=l %then %do; 
%searchlat&newsrch-0.25 to &newsrch by 0.01); 

%end; 
%else %do; 

%searchlat&newsrch to &newsrch+0.25 by 0.01); 
%end; 

data kl; 
set findit(keep=tryk rename=(tryk=kl)l; 

run: 

proc print data=kl; 
title 'kl"; 

run; 



%mend; *kla; 

%kia; 

***f***t+*t***********~******+*~~~********** 

*X***********X***Q************~***~**~~******~******~* 

+*** x*x*+ 

*+** Redo search for k2, given new kl and MSSD ***+* 
**** -Sk**** 
XX**************+******~~****************~*****~*~~*~* 
***********X~***************~~~***~*~~*~**********~~**i 

%macro k2a; * Macro for finding k2; 

*** Make a macro variable for kl found in earlier search; 
data kl; 

set kl; 
ca13 symput(lkl',put(kl,4.2)); 

run; 

%macro search2a(srchval); 
*** First time through, get ball-park value for k2; 

data test; 
retain seed 1234396; 
alpha=0.05; 
sdT00=&sd100; 
mean100=&meanlOO; 

array x (*) xl-x&n2; 

do tryk=&srchval; 
do iter= 1 to Lmaxiter; 

sum=O; 
sumsq=O; 

suml=0; 
sumsql=O; 

do j=l to &n2; 
x{j)=meanlOO + sdlOQ*rannor(seed); 
sum==sum+x(j); 
sumsq=sumsq+x{j)*x{j}; 

if j le &nl then do; 
SUml=SUml+X( j ) ; 
sumsql=sumsql+x{j)*x{j); 

end; 
end; 
sampmean=sum/&n2; 
sampstd=sqrt((sumsq-&n2*sam~mean*sampmean~/~&n2-1~)~ 
accva12=abs(lOO-sampmean) + tryk*sampstd; 

sampmnl=suml/&nl; 
sampstdl=sqrt~(sumsqI-&nl"sampmnl*sam~~~*samp~l~/~~nl-~~~; 
accvall=abs(lOO-sampmnl) + &kl*sampstdl; 

if Caccvall le 25 and (sampstdl le !25/&kl*&mssd))) or 
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iaccva3.2 le 25 and (sampstd le (25/tryk*&mssdl)) then pass=l; 
else pass=O; 

keep sampmean sampstd sampmnl sampstdl accvall accval2 tryk iter 
pass pass alpha; 

output; 
end; 

end; 
run ; 

***proc print; 
*** title @test'; 
***run; 

proc summary data=test mean n; 
var pass; 
by alpha tryk; 
output out-summary mean=pass; 

run; 

proc print; 
title 'Summary in search 2'; 

run; 

*** Now find the one closest to alpha; 
data summary; 

set summary; 
absdiff=abs(pass-alpha); 

run; 

*** Find 2 values closest to alpha; 
proc sort; 

by absdiff; 
run ; 

data findit; 
set summary(obs=l); 

run; 

proc print; 
title "findit in search 2'; 

run; 

%mend; *search2a; 

%le+, first=%strtl,l.25,1.5,1.75,2,2.25,2.5); 

%search2a(&first); 

data findit; 
set findit; 
if passcalpha then call symput(4goback','1'I; 

else ca13 symput('goback',"O"I; 

call symput('newsrch",puto); 
run; 

%if &goback=l %then %do; 
%search2a (mewsrch-0.25 to &newsrch by 0.01); 
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%-end; 
%else %do; 

%search2aj&newsrch to &1~.ewsr~h+0-25 by 0.011; 
%end; 

head; *ka; 

%kZa; 

data ks; 
merge findit(keep=tryk rename=(tryk=k2)) 

kl; 
mssd-input(s~get("mssd'),5.3); 

run ; 

proc print data=ks; 
title 'Fir,al Estimates of kl, k2 and MSSD'; 
title2 'xnT==&nl, n2=&n2, Alphal=&alphal, SD$O=&sd80, SDfOC=&sdlW"; 
var kl k2 mssd; 
format mssd 5.3 kl k2 4.2; 

run; 
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2854 

AV 

DCU 

DDU 

f 

FDA DCU test 

FDA TCL test 

FDA DCU&TCL test 

Factor used to calculate MSSD: MSSD = 25fk. 

The Dase Conferat U~~~~j~ tests described in Sections JII..F.I.i and IH.l?:Z.h oftbe 
Metered Dose InhuIer and Dly Powder Inhaler Drug Products CMG Dvarfr 
Guidance. An identical test for Spray Content U~~~~~~ is described in Sections 
I1I.F.l.g and iilF.2.p of the Nasal Spray and ~n~a~at~o~ S~~~ti~~, Suspension, and 
lipray Drug Prod~ts CMC Draft Guidance. 

The Dose Content U~~~r~j~ ~~ro~g~ Container L@ test, described in Sections 
II1.F. 1.j and 11I.F.Z.i of the Metered Dose Inhaier and By Powder Inhaler Drug 
Products CA4C Draft Guidance. The corresponding test for sprays described in 
Sections 1II.F. I.h and Ill.F.2.q of the Nasal Spray andrn~a~at~o~ Solution, 
Suspension, and Spray Drug Products CMC Drafr Guidance is slightly different. 

Combined app~~~at~o~ of both the FDA DCU and the FDA TCL test, see Appendix 
1, Section I .3 for details. 

Acceptability coefficients used in calculating the Acceptance Value for 1” and Znd 
tier. 

L Limit for Acceptance Value. 

LC Label claim (i.e. the target dose), here, delivered dose label claim. 

m Overall Sample mean ~ar~thmet~c average). 

ms Life-stage sampje mean. 

P Pop~latjon mean (i.e., true mean of a batch). 

MSSD Ma~im~rn Sample Standard Deviation: MSSD = 25fk 

NMT Not more than. 

2855 
2856 

n2 

06 CUEYe 

OllWP 

PTI test 

s 

di 

SD 

T 

n==10/30 

n=24172 

Sample size in the 1” tier. 

Total sample size for both tiers. 

Operating Characteristic curve. 

Orally Inhaled and Nasal Drug Products. 

Parametric Tolerance Interval test. 

Sampie standard deviation. 

Pop~latjon standard deviation (i.e., true standard deviation of a batch). 

Standard deviation. 

Target. 

nl=lO, n2=30. 

nl=24, ny72. 

Acceptance Value: AV = i 100-m 1 + ks. 

Dose Content U~jfo~j~. 

Delivered Dose Uniformity. 
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2856 

Acceptance rate Same as Probabi~i~ to accept. 

Consumer protection Preventive measures which protect the consumer from batches of product at 
or below the limiting quality. 

Crrnsumer risk Frobab~~~~ of accepting a batch at the limiting quality (here, 5%). 

container That which eontatains the medicinal fo~u~ation (e.g., an MIX, DPI, or a 
single-dose blister or capsule). 

Coverage Proportion of the population (batch) that falls within the specified target 
interval. For a normal distribution with mean ,u and standard deviation 0, the 
coverage of the 75-12X LC target interval may be calculated from: 

rlensity In sratistics, a fketion f(x) describing the shape of a particular distribution. 
For a normal dis~~bution with mean p and standard deviation cf, the density 
iS 

1 
f(x) = - 

crJ2n 
exp[ k-p~2 1 

- 2f3-2 . 

Device That which is used to adrnj~~ster the medicinal fo~u~atio~. 

DiXe Amount of drug delivered after actuating the inhaler the rn~~~rn~rn number of 
times specified on the label. 

Exponentiaf distribution An exponential d~st~bution with parameter h is deemed by the density 
f(x) = exp(-x/Q/ h, x20, h>O. 

The gamma fixnction T(n) is defined by the ~~te~a~ 

When n is a positive integer, T(n) = (n-l )!. 

A combination of the container in which the medicinal f~~ula~j~~ is 
packaged and the device that dispenses it. 

For FDA tests, the I O@k20% LC interval. 

In the coordinates O-vs-p, a curve passing tbroug~ those pairs of (p, CF) that 
correspond to the same coverage of a given target interval. 

En the coordinates rr-vs-~1, a curve passing through those pairs of@, o> that 
corresponds to the same probabj~~~ of passing a test. 

Batch quality such that a sample has a low (here, 5%) probabi~~~ of passing 
the test, here 85% coverage of the target interval 1 O&t25% LC. 

A test that does not assume data to follow any particular distributjon (e.g.? a 
“mounting” test that counts the number of observation within a certain fixed 
range). 

A multi-dose product is monotoni& if the level of the middle life-stage is 
typically within the range formed by the levels ofthe beginning and end life 
stages 



Operating Characteristic 
curve 

Outer fimits 

Parametric test 

Probability to accept 
(Acceptance prQ~a~~~~ty~ 

Producer risk 

Rejection probability 

Sample 

Sample size 

Sampling plan 

Stratified sampling plan 

Target 

Target interval 

Zero talerance ~e~~i~erne~t 

A plot ofthe probabi~~~ to pass a test as a fknction of a quality measure for 
the batch (e.g., standard deviation, coverage). 

For FDA tests, the fNk25% LC interval. 

A test that assumes data to follow a pa~~~~~a~ dis~~~~t~~~ (e.g., normal), 
which depends on one or more parameters (e.g., mean, standard deviation) of 
the distribution. 

Probability that a sample randomly drawn from the batch meets the 
acceptance criteria of a test. 

Probab~~~~ of rejecting a batch of a quality that exceeds the ~~~~t~~g quality. 

Rejection probability = 100% - Acceptance probab~li~. 

A finite set of data collected from the population. 

The number of data points (observations) used in a test. 

Rules describing how a sample is collected. 

A sampling plan in which objects of different sub-classes are ~a~do~iy 
sampled in pre-determined proportions. 

100% LC, 

HO-~, the interval 7.S 125% of the label claim. 

A ~e~~~re~e~t that no value outside a ~re~de~~ed limit is allowed. 


